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p. Ixvi

* metadata: "data about data".
o] g0l sdoe] X3 dH 1 o]f= two fundamentally different conceptsS F3
3 Q7] wolut

# Structural metadata; the design and specification of data structuresel] 3k #H
oln, Hr} AHZsAE "data about the containers of data"g} H-&t},

# Descriptive metadata; individual instances of application data <, the data
contentol] #3+ Aot} wlgbA, "data about data content” or "content about content"
I3 2% metacontent?tl HFE2Z+= ZHo] ¥ =& Aot}

Metadata (metacontent)™ HEHOZ A FH HFA & Aok ARV - o
txdstg oz, et olg Al 5 st oo dEdor A48y = WEHolE X
=& AFR3Ee] fA " HolHE 7]est=d olf¥a ¢tk doly U9 contents
] =

contextE 7|&sto 2, 2|A g dolg/ade] Ho

4 g o, o874l
ARe AEHoR AR F QRS s DS A4S Foeloln WAoo AgH o
o, WE BT, 1 FAlel Ul ¥ Ln A Ao hokd 4aE AAsA el ol

guole g x3e +x At

#* Definition

Metadata (metacontent)@ ©lo]H e} #H&s)| A b3 2 3 714 o]F9] aspectel
et RS Agsh= HolE ot

1) Means of creation of the data

2) Purpose of the data

3) Time and date of creation

4) Creator or author of the data

5) Location on a computer network where the data were created

6) Standards used

o) a digital image°] 2 Zg o] WFEOHE wje] 2 2] 77], Ak Y= s 2
metadata’} X8 5 9o} H2E 79 ffElfjo]Eoj= how long the document
1s, who the author i1s, when the document was written, and a short summary of
the document °f jeF FH7} Zgd 5 .

Metadata’= H]O]EJO]D} wheba] wERH o] H = dlo]Ej o] o] A E o] HEldE 4
t}. &% o] Hlo|EH|o]~E Metadata registry =i Metadata repositorygt F&t¢}, 1
A"k the context ZE]J‘ a point of reference’} {Itbd, o] FEAET = el olHE
@A A RN eta wEdolHE AEAA X TR Atk dE 59, BT 13 digits
2 o]FolF oy o WMEES ¥3sta Y= dlolE o) aE 1 A7 At Aol A

Ol-‘}i 32




A Ao AR 2] Y AEY R Ut v ofH thE context7} §ithHE, W&
S g A7 dolHZ oAE 4 9l 2#y o] dlolg ol Art AFALE 712 (og)o)

£ context’} FojXThW, o]#jdk 137kg] HEEL ISNSs - 2 F&o] Eof Qe AR
ZA 7F okyel 1 Ao tsle] Ed= HEH- O

Hu
>0
%
1 o
),
o,
iv

‘WEldlo]E” fo]= 1968 Philip Bagley7}F A}Al9] A A Extension of
programming language concepts) oA 5o 2 AREEIQITE v s WA, dHolH
ZdES 7}7to] 7 9-(instances)ol W3t ZHE = Z=HP =AM Az diEE o
olH ¢ FFe HIHEZHED= tieh ourtE 24 dHolH =, HolE o ZH oYl
gk dolelgk= ISO 111799 “AE4 ou|"= o] &ol& ALgaqlt. 1 o]F= At
g, ARt ARV &, =A@e, 2gal GISOlA o] §o& g AE it ol okl
A wleteol Bl 7k woj= “tlolEfe] tigh tloJE]”® A oJstar qUt). o] Ao UwkA o ®m kol
X e o]l vk, EoE oy EofdAe AxE Ho FoHQl HogE AY

JH of]
3o} o] go]= AL&3 3 9tk

% Metadata types
Bretheron & Singley (1994)¢] two distinct classes: structural/control metadata

and guide metadata:

# Structural metadata: T%% wE}ld o] H
tables, columns and indexes®} 72 computer systems® structureE 7]&38}7] ¢

sho] A&t

# Guide metadata: -8 wE}dl] o] H

Tl Al 5 E olol'lS = AL wohFr] flste] ARSHM, i Aol #
719 =9 AME=Z HdAFET. Ralph Kimballes FAFSE 2 7FA]  categories: technical
metadata®} business metadatas T3 T 1714 Technical metadata®™ internal
metadata®©]il, business metadatat® external metadata® 23t} T3 Kimballe a
third category® process metadataE F7}3} 0k & SFH O 2 NISOY A+ 3 types of
metadata: descriptive, structural and administrative® TE38F3L At} Descriptive
metadata®t title, author, subjects, keywords, publisher®} & A (object)ES B3}
a2 YxE AAs] $sted AMgEE A HWolal, structural metadata® how the
components of the object are organisedo] ™3+ 7|%&o|™, administrative metadata@®
file type2 ¥33l11 9+ technical informations YEFATF 18] Two sub-types of
administrative metadata®. 2 rights management metadata®} preservation metadataZs

A SFaL et

## 7]< wEld o] (Technical Metadata)

715 "lEtHlolE = HAY AAARANA A B Az AR, A 23 |
tE9 AAS Aste] tAY AA, Fod Hx gde] ¥, e, 2
S SN 9lske] AFgE st=gojel AT E ] W3 ARE EdE I Qe HXA

i)
N

o

]
=

o



g A V=4 A4S 71587 feke] ARgETh old ol f = 7|&EH wEld o= ¥
4 a8 BE dEtdo] B 8] o] &gt

714 vletelolE = BE WEH o E(PREMIS) i % WEHolEJ(METS)o| ¥3+4
Atk 71% dErdolg e Frhel Bed A4S METs9 PREMISZE &A1 2] 7] wfo] A
71 WEHolHE XAV AR T WS 7P onR BEH O gt Vs
HEetdolg o] f&ol o3 AAH 7% St

## B8 W e o (PREMIS); See Also p.72; PREMIS schema 2F METS
In June 2003, OCLC and RLG jointly sponsored the formation of the PREMIS

(Preservation Metadata: Implementation Strategies) working group, comprised of

international experts in the use of metadata to support digital preservation

activities.

*+* Metadata structures
HetdolH(MetZdE) == BEu AZeA walA dEdEHeHMEE|E)
statementsE& R07] fl5te] AEH o352 & AW wEd oy ~7(87) —-HERH o]
H x5 vegtdols] Rds x3ehe - & AREske BEstE el we d¥FAoR
o]

245 gek FAHG, Baev], ke, dolg A, Tela Wedeld SR 2
2 ETES F/449 EEL vledolEe] 4857 Astel o887 + Ak Fx ety
o6 FEH £4E doly e AU} deleelx tAele] QlojA wlg Fasith

% Metadata syntax

wEldo]g FELS wEtdlolE e I e 942 XAF7] Yty wEoR FS
el o mlElglolE] AL MR g8 FES 2R e e vkd markup
= Z2adW dojz Fd"E % At o & 59}, Dublin Core® plain text, HTML,

XML 123 RDF® %@ 7bs3bt},

(Zhol=) HIEFERIES] g7bA] AREA <l o= HXI 55, 54, DDC EF¥H a0t} o]
2L A o\ AA e “ERTA e st dAlH B™olth dE B, woldw
514(Feeh g of' AA (A DAl 22l 'éoﬂ 5148k =AE 7FAaL gl
537 Yete] 2AY dAA F3HE “<hook><subject heading><514>” o]t}.
o AL FA-w=o-AA EE oY HE TasHA EaA, FR-SA4-F EfEe

g A HA 27HA] 8.4Ql ¥Rk 42 EHsH Ao ol9E i e
HEte| o] B & @A otk 3HA 84= oW Fa(wiaH) HolH, & A
> Frolth. wEtdl ol ¢F mhH H]O]Ei 840 492 HEZHES] s

_4

do B
é
_a

3|41 "metacontent = metadata + master data"& WSyt olEd oA
“o372 AAHE 4 Q) wErdlolE e} ntaE dHolE E U WEREZRE Xl A
A= o3 Eolth wEr ¢ mlaH dHolH F tE JHA I e o3 uist @

o & i o} & 9 .
o
>
ME
ol

o e
4
¥

o
©
zo
S

1) UML(Unified Modeling Language (UML); UML& A= Egjo] &8} Hofo A A} i3 =
A Qdojo|t}. o] Qdojol= AAAFA LZEYo]-7sd A|AEe] AZHA RS whEY] 95 ¢ ME9 1y
3 77] 7|He] xgE o] gt



2) EDIFACT(United Nations/Electronic Data Interchange For Administration,
International Organization for Standardization (ISO) as the ISO standard ISO
9735).; fralell A sk A4 EDI Eolth o] 32 ISO standard ISO 9735% A8 = it}

"

3) XSD(XML Schema); XSD+= 2001e] W3C AnZo 2 &34 XM

] L 27|nte]m ofg 7FA] XML 2=7] wk
AdojE F9 gfutolt). o]AL W3ColA ®HE AIAEGS TFHA7]7] f18te XML o2 whe 3 v 593
2~7]u} Adojo|t}, EWE W3Ce MREFAFozA ] XML 27)vte} dubg oz ~7jul dolE 7|%aly] ate] &
dgk gojE ALEstE 2 AloldlAe E@o @ Qldte], HH o]&x FuAE o dojE WXS(W3C XML
Schema?] FEAFo)E AFstar = dhdo o2 F o A= XSD(XML Schema Definition®] F%#}o])gfar §
21 Ik HA 1.1014 W3CE XShakes &2 A9kt

o

o, N

4) Dewey/UDC/LoC,

5) SKOS(Simple Knowledge Organization System (SKOS); AlA&#l2, /%, ¥Ahwn, FAJZTE A28 =
om o2 AYstE A3 xR UxdE W3CY Fxelty, SKOSE= RDF$F RDFSE AR 3
AHE ] FFo] gk HEojn o)Al Fo EXo HFIH to]HAH oIES AMgsle] 44 E3E 5 U=
sk Blojtt.

]

T

6) ISO-25964(ISO 25964 is the international standard for thesauri); o}Feix& 2
Al EFol).

Part 1: ARAME Al he]x

Part 2: 7]E} o] 3] ¢te] Ao 844

-z
M
o
atl

o A aene &

e EE o] TAHessoR FA01RE AFEehs AL, A8l B 7|8l 1S0-259649 °f
A Stk Rkl ARlAbeh g & o e Aidg o Hge gols

wdo] A Flolth” o2& I A&l Googleo] B2E 2EHSE (hds}
% & W 53] At wepA ojw @ Aol “IATE AgshAY

7) Pantone: Pantone Inc.; Pantone Matching Systme®.& 7} 2 d#x] glom v=E wjuz {49 =

AL, ZEtxgo] Az AFSHTHE, o] AlxE2 oy Al 7]EA o2 printingll A AMSSE HE A
Z+e] ~3o] 20|t} Pantone Color Matching System2 A7} FF3d 28 A A|="Holt}, Z8E EF
gisto @AM, MZ g Ao METGE AxPAE BT AR 7He A A0 HERe] Zele wixE 4

3l7] 9l3te] Pantone system© 2 Wl 4= it}

8) Linnaean Binomial Nomenclature(Binomial nomenclature (also called binominal

nomenclature or binary nomenclature) ; ©]&24] HWHHE HE & oz H wolE ZARZ sidelxe Z
Zro]l AE FolAl 7 FEeE F4HE ol5S E o gEoY EHE ANt o2 1719 ol5S Bole
22 Alz"lolt}, Z12]3t o] &2 binomial name(Z9 4] “binomial”), binomen %+ scientific name©°] &} 3},
o HFAHoRE S gHolEeR FEE Zolth o] o|f A WA HES 11 Fo] &I KE TS
RAolm, F WA= F ¢l de M TES= ZHolth o) U Homo Hol &£3t8 2 {F&d & Homo
sapiens°l| &3t}

e fz ol

o |

** Metadata standards
A EFE2 ISO/IEC 11179-1:20049F ¥ FF(see ISO/IEC 11179)¢lt}. o] ®F
of wel BT oln] F3H THELS WA vEHHolH Y Aonks HaEsta o, o

o2

44 BE% vHH R detdeld e A% Ex gae T2E A Fan Aok F
2% A8 o] wxol vrhulolEE Helee] Zeolel g HelHw AFsn 9 Hlol



He] ZHlE] thgh voJH 2 wEttlolHE AuatA= il AUtk Aol
Dublin Core HIE}H|o]H &o]&52 3t MES o3 &olFolm 37|89 29 7|<3}t

=l AFg= 4 2t} Dublin Core Metadata Element® < A%

ol &5 7] AEE v 22 B A0 9

7S

IETF RFC 5013
ISO Standard 15836-2009
NISO Standard Z39.85

H| 5 ¥+ ofY XA uk Microformati= AlWE vl S 3k 1 o]&d W2]o]v] wE}
dole & Adstr] Yste] 7]£9 HTML/XHTML Bl2E AAFE3s# 2 3t} microformat
& XHTML# HTML 71&& waxgt 2 A4A7F 558 oby ),

+* Library and information science and metadata

2
oJE1% AEata qrh. vlebdlolEE A, IHE, DVD, 9 solx EE ¢
hyA

tl 19 o m] x| 2}
e S AEsh=HA] gzl ol gk dlelH = MARC HEHHolE (S A&
EHEATHYA LR ILMS AETh o] A8 R4 o] &l A 150l &75H= of
olgloju} Aol =g e HAAA AR AR Fd] & Wuk ofyg}; oEAskE ofol

ol dist A AFste Aot
=A% dEdelge  oigk ®Bo HAle aga dAEstE Afele e-print
repositories®} digital image librariesES T &3to] U)X & Aol Ago] TEHAL ==
AT dHe oJEste w<k, 53] HEHOlHE AlFsted ol Hl-mA A AREol
RS gt Qe aAdE0] dEHolAY durA el AN ES nEA Feve s
ojwgit), A Azl #IFA dHo] FolXud, dE 5o £/ ok A 2ok 714
o A et 9 7]k 2

T Fe A Al g wEdely ok e Sdet

HiE gutrog ez o g E3hE)
Ewe TAY 5 IS0 Fagk =Alolth gAY A o] HE
go]8 # o= Dublin Core, METS, MODS, DDI, ISO standard Digital Object
Identifier (DOI), ISO standard Uniform Resource Name (URN), PREMIS schema,
Ecological Metadata Language, 12|22 OAI-PMH7} Z&HTH AAIS AEsteE =X3E
< AAlEe wEgdeoly i dEfel diste] EE AlFsta St

* Dublin Core
See p.72

* METS
METS+= W3C¢ XML £7|ntE ARgste] dH tAd &
A L Fx vElHolEE dEststy] gk wElHolE ot o] 352 the Network



Development and MARC Standards Office of the Library of Congressol] &&f x|
¥, the Digital Library Federation®] F=%X3s}ol 72 Fold}.

METS= thiah 22 545 fste] tAkle XML 2=7]vfel:

(1) Creating XML document instances that express the hierarchical structure of
digital library objects.
gxdg =xg A A5 F2E s XML =FHE 459 F=.

(2) Recording the names and locations of the files that comprise those objects.
O 22 AAE FAse 2=5Y olad fA¢ 7=,

(3) Recording associated metadata. METS can, therefore, be used as a tool for
modeling real world objects, such as particular document types.
#ag dedelEe] 715, a¥ER METSE 5388 =F9E §33 2 AAA

o AAE WA £FE AEE 5 Ak,

olg]gt gxo uetA, METS E=FYUWEE Open Archival Information System
Reference Model®] Submission Information Package (SIP), Archival Information
Package (AIP), or Dissemination Information Package (DIP)9] ¥&S HH3== & &

3.

* OAIS: An Open Archival Information System

2 = Sfof & A9
S ZEa Qe AbE I AlaEle] Ao ® FAJE olFtolH ot tX Y ARE FVIF BE
sk Hl ER83 Ala|, F oplelBE 9% d A FERES vhEd 1SO £35SO 14721)
olty. 1SO9l 84dez w= dF T (NASA)2l CCSDS(Consultative Committee for
Space Data Systems)”} Fa|7F %o 7jetgict.

1999 Zx<Qto] W d ¥ IAH - gy o7 98 HA

Tog AT A B, AR Hf7)A] B, opFfelr Y)E A" of7kelry
I AdE 71EAd AdES Aot @A "gA" ofrtely I} B¥E 7o KE A
W ZRAETL o] RS VINMeR AFPHU P& AER At qnjE e Aol
OAIS #Fx B M o] wis "3 optolurt vAd ARG 97 5& 7713 47
FEES O loid GRS o Aol meebr] fle) Jiwd vleH d@agkelEa
Zofeta girk B o A vA"E ARE G| BESE dvs FYse B
T 71EE Abole] ik VInks whds] fe o] f@Es ST dEE 8okd
Aoltt. webA o] Fx By g F7AQ ofuls el A s o aE A
S Fo A" AR BEe #g 712 g Lojdl o 2 =
OAIS #x W& A% 71, =AM, opgtelnz=, T2 719y st 5 Hxd

HE HES o] & = A s BE VH, AAolE AARME 28T opgteld 7
T st lvta ¥MA o V|HE/tA 2 A8 e st gl



#** The reference model:

(1) Z71zke] gA" AR BE Hol]l ok &4 7ol gk o3t pzhale] 7]
=& AT

(2) BEFFANA B FelAsk 517] fste] m-AY Jlwe] 8] 8T AL
=

(3) AR AA9 EAHe] P FxE vlustar AHstr] 93 &oek NS E9det
= 7EESs AT

(4) A= b8 &7 BE A= 7leS vlastal sk A3 7| 2ss Ale itk

(5) Aol ola] wEd tAY Auel oy mulg wwal L o]
2 AEI7E AZbo] AURA ojE %’8}—41%:

6) Hl gxd Je(el, &4 wiAt &

o a7l e e FE e vx

il
2
ol
rot
2o

L K

(7) A7 A" AR BHEY TS 3 ahet Ao 3k dxd gAS A7)
a, 7o) AP e BHu 2 AAS SAA7T
(8) OAIS-#& zF9] ¥} A2HE Fuistet

P / - c
R (8]
g queries g
—_— resultsels
u u
c orders M
E == E
H H
*——( Mminlatraliaun )m
MANAGEMENT

OAIS Functional Entities
wx% Submission Information Package (SIP)
sk Archival Information Package (AIP)
#+* Dissemination Information Package (DIP)
*x Baglt

Bagltt= 22942l dxd ZHES HESLF ALy} g2y AFS
= 3 971 ot} st “bag(fe? ZHE)’2 bage AFY AEFES =5

2



Edte]s A4S 71k vgdoly A& “payload’$t “tags"® FAEU. Zo® she
B2 stdoll= LAl AE38k= checksums 2t Sl payloadel = EeE #dS ¥
Edtil 9l manifest(HsHn 5, SAYHE Eatal At Baglto]d o523 wwj= “bat

3
it and tag it"2. 2 W3}l7|%E 3= “enclose and deposit” Wl ol & 23St}

Bagse 3dlube]l mtdfdudy AAHoE nyy txd ZUEZ ORI oAt

Bxow, Ha Fi9 Ado] A & HeolHuo]s R A

E exportdt=d "¢ AH3gSIo). cross-platform (Windows and

Unix) file system naming conventions®l] ™z}, bag?®] payloadols o= Ax9] tjdEY

% a9 dUEYE(EH S} 5H9 Zuho] £38d 4 vk bag? 1 bage ¥ #18t

of I YELAL HlAd AL TR e FHELY URLES Y2Esta 9+
“fetch.txt”#9S  E3lo] 7FHH 0= payload content® ZHAFY = gtk 7haksk
paralleization(8 3§, v]l1) - & 5o, Wgetd] dALEHQA 107HK A$E - & Aus
bagsE w9 w2 A AF3H7] flete] olgfdt 7]5S 83t 9t} bagse] FHL v

2k

# OAY E=ATA dy AY “5‘} ATk, 7] 9]3] =A )

# dwrAow & el Y A|~El EE ARESte] AX|EH7]7F 8ol sttt

# FAAT HFHeE FHES ‘Er payload T Eg]oA vt HALE = Qi)

# ML wrapping® B 33|A, SHEE A7 A% F7HS dokslr] §sto] st
Ja7F gl

lm~

# ATE THEE 53 JdA 2" EZ JA 4 5 At
# HgHoR UANkHQl Mo 5 V| FAIHOEZN Al&S YEST o7t o]t

1) In computing, cross-platform, or multi-platform, is an attribute conferred to computer software or

computing methods and concepts that are implemented and inter—operate on multiple computer platforms.

2) GNU Wget (or just Wget, formerly Geturl) is a computer program that retrieves content from web
servers, and is part of the GNU Project. Its name is derived from World Wide Web and get. It supports
downloading via HTTP, HTTPS, and FTP protocols.

*MODS
MODS+= XML 718k M A] 7] FF2@ 2 olw 1] o 3|o A 7htslgltt. MODSE A
o 4 A}g3H= MARC ¥l H3A3 Dublin Core WERHOJE 2] AUz A 7Ho
Hoz YxlFEt. MODS #lZ=+= MARC dZE=2HEH key data elementsE AE
AL QA = MARC 2=55 gostA= ¥em MARC o2 tag
Aoy FYEEE AFSSAE e MODSOlE= MARC #z=e} 333k 4=
Ed\_EO] A8 7] wWEol, MARCOIMH-E] MODSZ WA Z w, =&
o Jreof &4o] WAttt MODS o]-82F Fwoll Al o2 Helsirta 3
7HA HlEHHlolE 99 S8 S FASt=T W 3 mA S oju gk Al
MODS®| A& T HlEtdlolE] T-22413 Hluste] o8 7HA] S A¥

o yo
oo
X

0
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#7180 A9 V1EETD e SHYS 2E
# 0Fd A das ad AESS MODSEo® A4 & AwS 7] 96k
MARCHT} Al5-8-o] & 7tthEt.

# DCOllA outsideZ5-E]9] ofo]®] 7|3 7|e} B} 1hgk 98-S mapped® o] 744
g 5 9l

* DDI: The Data Documentation Initiative (DDI)

DDIE= A % A #8 dvlojEl & 7|=dtr] g AKX fF:S A7 A =244
ZRAEIL, 19950 Alztelglem, dAlA el HelE HE7t ol skt XMLE 2~
o7l DDI 73> B FHE, W HEE] TRE ATt Aok

i
o
2

* ]SO standard Digital Object Identifier (DOI)
See p.85

* ISO standard Uniform Resource Name (URN)

URN©®] g the urn:ischemeg AF&3lE= URIQ Qal® HA4 o]Foltl. RFC 214194
1997d9] Aeol¥l, URNsE ©el URN namespace©] ZFa3bA] namespace] mappingol
7ot s oM S tigh g9t ola A -HHAS AEAEA &
S0tk o] &S URIZF Uvhe AL A¥EE Ado ol 87tsAds onlsts o] ofyg,
A Eol AFRPAIAY o182 b skl 2 WEAe oL URlse A AAA R frdstate @
TA o= Folglojol ghrk= Aol

OW
ol
x=)
1
f
o
o,

1) A Request for Comments (RFC) is a publication of the Internet Engineering Task Force (IETF) and
the Internet Society, the principal technical development and standards-setting bodies for the Internet.

200599 RFC 3986 ol#f =, o] §ojo] A& W3Ce [ETFe FsdF-xldl oz A
d AdoldA AZAA o] thh "ol “URI"] thyt A&z 23l Zo]EAtk. URNs(0]
)3 URLs($1X1%) & th= URIsel™ sthe] 53k URIE= sAldl o]FolHA f1X]o]&
4= 9tk URNs< g 1990ddie] stute] wetdolE 7|52 URLs¥ URCs$t 37
HYlo] 3-F-i AHgxo dFZ vrEojHt. 18N URCsv A3 HA] /Id4 o
2 Hojubx] EFon RDF #& v 7]%o] Fo 1 A E 2X3% )

0 o du 2

** URC: a uniform resource characteristic (URC)
URCE dd9] #Atdoln URI(Y AHYS @‘a%‘ T AE TAD)Y HEHOHE %
gty URCE URI®] 234 URN(Y 29 Fdg o] F)& 149 URL(Y A4S &



* PREMIS schema:

PREMIS (PREservation Metadata: Implementation Strategies)s TJX & HES 93]
AHEE 4 e wEbdlolE o] JIES 9% SAA g delrh. 2003del OCLC® RLGE
PREMIS AF 155 “*5912‘33] et ARES g Tlol=Eely A vEo] A

AR H

7hsekal Al A &8 vEdol"HE Aostr] fste olE2 sl AN, AR 7]
A £ 30 o]Ate EHE‘; TAY =4 Wy Solth. PREMISE Ao glo] &3 o]
a, AR AgHoeln fiFite] BEV|H A HAad 4 9l oo aie] TS st
= o] gl

2005 5¢9), PREMISE Data Dictionary for Preservation Metadata: Final Report
of the PREMIS Working GroupZ aAstG k. o] 237 Ho|x#e] HuAdEe oLy 7+
& gl £FH o] Yk

# PREMIS Data Dictionary 1.0- YA o}7to]®] A|xglefA] HE wEldo]EH & A
b7 91k EFAolar AAfA QD A4

# =92 H3A - context, data model, assumptionsS A&

# S5 =4, &of, AHES] dAE;

# Data Dictionary?] AF&S X 3sl7] 9l8te] 7dte XML F+x42] HE

PREMIS 2.0 42 2008 3¥o &A= ).

=+ Entities
PREMIS HlolH RH-E 5719 Fsddsd AAER o] FolA vk

# Intellectual,

# Object,

# Event,

# Agent,

# Rights — 91¢] 47k #°oF & shutoll mapped® ZH2He] o] o] & JHAle] digh Ag.

AA AA= Aoyt dlolEHo]ax g EYAolal M2 ddEo] Sle A A=

AE ol gl & AES] ZHEECT o]AEL ThE A4 AAE Edsu Y ZFH A
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* Ecological Metadata Language
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* OAI-PMH(Open Archives Initiative Protocol for Metadata Harvesting)
the Open Archives Initiativeo] 298 7/fdsE T2 EZ ot} B ol7lo]|H=2EZHH
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* 739.50

739.508 948 AFH HolHHo)A2RREEH ARE ALY AN 95 AlEEHE
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Contextual Query Language (formerly called the Common Query Language)™
239.50 olo]&ol A8t ‘ﬂr 739.502 §) o]de] 7|&olm v AR IFe] eud
o &4 Hu #F AFsE=H 7] st NS A=t dvk o]# ¥ A= the
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1) Contextual Query Language (CQL), previously known as Common Query Language, is a formal
language for representing queries to information retrieval systems such as search engines, bibliographic
catalogs and museum collection information. Based on the semantics of 7Z39.50, its design objective is

that queries be human readable and writable, and that the language be intuitive while maintaining the

expressiveness of more complex query languages.
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# Search/Retrieve Web Service, successor to Z239.50
# Open Archives Initiative Protocol for Metadata Harvesting
# SPARQL

1) SPARQL (pronounced "sparkle", a recursive acronym for SPARQL Protocol and RDF Query Language)
is an RDF query language, that is, a query language for databases, able to retrieve and manipulate data
stored in Resource Description Framework format.

* UDDI: Universal Description Discovery and Integration
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* SRU: Search/Retrieval via UR]

Search/Retrieve via URL (SRU)«= QIHY &4 o=z Tt= i X TS
ol FZE FAsly] Y3 X AP TELE Contextual Query Language (CQL)E A}
&3kal At

Applications: Image search, Video search engine, Enterprise search, Semantic

search;

* Search/Retrieve Web service (SRW)

olAL A W AL ) My xoltl, SRWE HAYLoR gl IR FukAEA S
T2EF SRU & A|l&¥ URL QIEHAC|~E FUA7]7] $13te] SOAP Qg #H o] ~8
AF3ch SRUS SRWolA 9] A &S CQLE AFg3dte] £3d¥ . SRW, SRU, and CQL
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* Representational State Transfer (REST)

A 2E B4 A2ES e AZE o] 7 X9 2Bdolth. RESTx H4d3d
API(Z& o&F ZEI9 - A& F4lst7] fste] AZEd FA8 LS 93] st <l
Hoo] 25 AlgE HHo=m wieE Z2EHY FASIUTE APIE routines, data
structures, object classes, and variables) design model &9 23& ¥3}s517] % 3}= 3}
o] Exgtolt}.

RESTE A2 2 Auj2zbe] A S olFA4S 38dozy 9 AHE 7he wAS
go]3tA &l RESTE 279 Abtdbel SOAPH U= & Alo] glolA tha 7abx E&bu).,
REST <lefx= WA AL ARS =M 7hsA = %éo}ﬂ 9t SOAP¢H 2], REST=
XML AAPE deskA] @ow Auls AgAefy e 2AdAR 7t wAA HHE
"o A= egb C oA FHHo® AL bandwidths AHE-STh RESTS] o 8 2
gk SOAPONA AFE-H &= A3k zfo]7) W,

1) In computer networking and computer science, bandwidth, network bandwidth, data bandwidth, or
digital bandwidth is a measurement of bit-rate of available or consumed data communication resources
expressed in bits per second or multiples of it (bit/s, kbit/s, Mbit/s, Gbit/s, etc.).



* SOAP: Simple Object Access Protocol

AFEH UEHIAA § Auj2s Addst=d QoA BFstE ARE wkstr] 9
IREZ ~dolth oA A HAA ¥WgoRE XMLS ARt 9lon HE U
Application Layer Z2ZEZ - 7} g 21 HTTPY SMTP - o 9|&sta 9l

1) In the Internet model, the application layer is an abstraction layer reserved for communications
protocols and methods designed for process—to-process communications across an Internet Protocol (IP)
computer network. Application layer protocols use the underlying transport layer protocols to establish
process—to—process connections via ports.

In the OSI model, the definition of its application layer is narrower in scope. The OSI model defines
the application layer as being the user interface. The OSI application layer is responsible for displaying
data and images to the user in a human-recognizable format and to interface with the presentation layer
below it.

* SPARQL (pronounced "sparkle", a recursive acronym for SPARQL Protocol and
RDF Query Language)

SPARQLS RDF #g o], = dolguo]x <loj&x RDF ¥l #3% dHolgZ
AMsta A== 3t} o]AL the RDF Data Access Working Group (DAWG) of
the World Wide Web Consortium®] #olH AldE 9] F8 7|& F9 sy=z A4y
3l Y. SPARQLE triple patterns, conjunctions, disjunctions, ZL2]3l optional
patterns & FAE FYE ALEeh H4o TRy dojg o Hgo] rhEsit).

1) A triplestore is a purpose-built database for the storage and retrieval of triples, a triple being a data
entity composed of subject-predicate-object, like "Bob is 35" or "Bob knows Fred".

Much like a relational database, one stores information in a triplestore and retrieves it via a query
language. Unlike a relational database, a triplestore is optimized for the storage and retrieval of triples.
In addition to queries, triples can usually be imported/exported using Resource Description Framework
(RDF) and other formats.

2) In logic and mathematics, a two-place logical operator and, also known as logical conjunction, results
in true if both of its operands are true, otherwise the value of false.

3) In logic and mathematics, or is a truth—functional operator also known as (inclusive) disjunction and
alternation. The logical connective that represents this operator is also known as "or", and typically
written as or . The "or" operator produces a result of true whenever one or more of its operands are
true. For example, in this context, "A or B" is true if A is true, or if B is true, or if both A and B are

true.

* WSDL: Web Service Description Language

WSDLE XML-71% Qlejso]2s 714 elojolu], 31 AulzolA AFH 7154 7%
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oA R £ Qi W, dlgEE el WAMSE, WEHE dolee T Feel of
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* CGI: Common Gateway Interface

CGIFH § #HolA ¢t {1 oJFoA JF4d FREE Ailst=d AHEHE 3+
oo A e A8 o, CGle 4 HHM 2o ) ZRES Arlets ZEIF Abold
olgH o] 25 AlFsit). o|g st TR aWMEL CGI scripts B W3] CGlsE €A
t}; o] AEL HE scripting language® 2HA Flt},

1) A scripting language or script language is a programming language that supports scripts, programs
written for a special run—-time environment that can interpret (rather than compile) and automate the

execution of tasks which could alternatively be executed one-by-one by a human operator.
p. Ixvii

* Open URL
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1) Ovid Technologies, Inc. (or just Ovid for short), part of the Wolters Kluwer group of companies,
provides access to online bibliographic databases, academic journals, and other products, chiefly in the
area of health sciences. The National Library of Medicine's MEDLINE database was once its chief
product but, as this is now freely available through PubMed.

2) Web of Science (WoS) is an online subscription-based scientific citation indexing service maintained
by Thomson Reuters that provides a comprehensive citation search. It gives access to multiple databases
that reference cross—disciplinary research, which allows for in—-depth exploration of specialized sub-fields
within an academic or scientific discipline.

3) CAS databases are available via two principal database systems, STN, and SciFinder.

# STN



STN (Scientific & Technical Information Network) International is operated jointly by CAS and FIZ
Karlsruhe, and is intended primarily for information professionals, using a command language interface. In

addition to CAS databases, STN also provides access to many other databases, similar to Dialog.

# SciFinder
SciFinder is a database of chemical and bibliographic information. Originally a client application, a
web version was released in 2008. It has a graphics interface, and can be searched for chemical

structures.

# CASSI

CASSI stands for Chemical Abstracts Service Source Index. This formerly print—-only database is now
a free online resource to look up and confirm publication information. CASSI provides titles and
abbreviations, CODEN, ISSN, publisher, and date of first issue (history) for a selected journal. Also
included is its language of text and language of summaries. The range is from 1907 to the present,

including both serial and non-serial scientific and technical publications.

4) The Modern Language Association of America (referred to as the Modern Language Association or
MLA) is the principal professional association in the United States for scholars of language and
literature. The MLA aims to "strengthen the study and teaching of language and literature." The
organization includes 30,000 members in 100 countries, primarily academic scholars, professors, and
graduate students who study or teach language and literature, including English, other modern languages,

and comparative literature.

5) Google Scholar is a freely accessible web search engine that indexes the full text of scholarly
literature across an array of publishing formats and disciplines. Released in beta in November 2004, the
Google Scholar index includes most peer-reviewed online journals of Europe and America's largest
scholarly publishers, plus scholarly books and other non-peer reviewed journals. It is similar in function
to the freely available Scirus from Elsevier, CiteSeerX, and getCITED. It is also similar to the
subscription—based tools, Elsevier's Scopus and Thomson ISI's Web of Science. Its advertising slogan —
"Stand on the shoulders of giants" — is taken from a quote by Isaac Newton and is a nod to the scholars
who have contributed to their fields over the centuries, providing the foundation for new intellectual

achievements
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1) ContextObjects in Spans, commonly abbreviated COinS, is a method to embed bibliographic metadata
in the HTML code of web pages. This allows bibliographic software to publish machine-readable
bibliographic items and client reference management software to retrieve bibliographic metadata. The
metadata can also be sent to an OpenURL resolver. This allows, for instance, searching for a copy of a

book in one's own library.

% Format
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1 FHo A¥A o E key-value pairs®] HE|E FHo] gloHA
Ay ~EY oz FAHo dr}l. contextual datax thHF-Eo] A X dlo]Eo]xqt 1.0
ANXAH, OpenURL HA &7, sto|HFAE EE3tal U= A, 845 An) 29

Sol ojet AuE £3d F Ak

contextual datas ¥3}3}a

_‘I

Jo I 30
o = rr

For example:

http://resolver.example.edu/cgi
?genre=book
&isbn=0836218310
&title=The+ Far+ Side+ Gallery+ 3

1s a version 0.1 OpenURL describing a book.

http://resolver.example.edu/cgi 1s the base URL of an example link-server.

In version 1.0, this same link becomes somewhat longer:

http://resolver.example.edu/cgi

url_ver=739.88-2004
&rft_val_fmt=info:ofi/fmt:kev:mtx:book
&rft.isbn=0836218310&rft.btitle=The+ Far+ Side+ Gallery+ 3

A breakdown of the query string above shows that the following values are set:

1) The URL version  url_ver = Z39.88-2004
2) Custom metadata  rft_val_fmt = info:ofi/fmt:kev:mtx:book
3) And an object named "rft" is set which could be represented as
rft = { isbn:"0836218310", btitle:"The Far Side Gallery 3" }

OpenURL was created by Herbert Van de Sompel, a librarian at the University
of Ghent, in the late 1990s.



* FRBR: Functional Requirements for Bibliographic Records; (/fsrbor/)
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** FRBR entities
Group 1 entities and basic relations (RDF version)

Group 2 entities and relations

Endeawvour

Viork

realizatio reaslizationGT

Expression

embodirmen embadirmsntof

Manifestatio

exampela exampplaraf

Iternm

partfpartSr relatedEndeawour

Group 1 entities and basic relation

responsilleEntity
responsibleEntityGf

creator
e e e e e
1 ResponsibleEntity
. _ realizer H
Expression T realizerOf :
Manifestation producer :
producercf : CorporateBody
I __ owner f
tem T ownerOoft

Group 2 entities and relation




FRBR comprises groups of entities:
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* Dublin Core
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IETF RFC 5013
ISO Standard 15836-2009
NISO Standard Z39.85
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x* [evels of the standard

The Dublin Core standard includes two levels: Simple and Qualified. Simple
Dublin Core comprises 15 elements; Qualified Dublin Core includes three additional
elements (Audience, Provenance and RightsHolder), as well as a group of element
refinements (also called qualifiers) that refine the semantics of the elements in
ways that may be useful in resource discovery.

Simple Dublin CoreThe Simple Dublin Core Metadata Element Set (DCMES)

consists of 15 metadata elements:

1. Title 2. Creator 3. Subject 4. Description 5. Publisher



6. Contributor 7. Date 8. Type 9. Format 10. Identifier
11. Source 12. Language 13. Relation 14. Coverage 15. Rights

*x Example of code; <meta name="DC.Publisher" content="publisher-name" >

# The Dublin Core Metadata Initiative ; an open organization engaged in the
development of interoperable online metadata standards that support a broad range
of purposes and business models. DCMI's activities include work on architecture
and modeling, discussions and collaborative work in DCMI Communities and DCMI
Task Groups, annual conferences and workshops, standards liaison, and educational

efforts to promote widespread acceptance of metadata standards and practices.

# DC-dot: Dublin Core metadata editor); This service will retrieve a Web page and
automatically generate Dublin Core metadata, either as HTML tags or as RDF/XML,
suitable for embedding in the ---section of the page. The generated metadata can be
edited using the form provided and converted to various other formats (USMARC,
SOIF, IAFA/ROADS, TEI headers, GILS, IMS or RDF) if required. Optional, context

sensitive, help is available while editing.

# Editor-Converter Dublin Core metadata; This online program can be used for two
purposes: as a Dublin Core metadata editor, and as a converter to UNIMARC. After
conversion to UNIMARC format, metadata can be saved to your local hard drive as
an ISO-2709 file. Viewable in Ukrainian, Russian and English.

# DC-assist; A small, flexible help utility for metadata applications and is intended

to complement the help pages embedded within existing software.

* SOIF(Summary Object Interchange Format)

AANE S =43 SOIF= zhzhe] el tid 7S AA=Z Agstal g SOIF
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## Constituency of use:

Records in SOIF are designed to be generated by Harvest gatherers and then
used for user searches by Harvest brokers. They provide a summary of the
resources that a Harvest gatherer has found. The Harvest distribution contains a
number of stock gatherer programs that can generate SOIF summaries from plain
text, SGML (including HTML), PostScript, MIF and RTF formats.

* JAFA/ROADS
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*% sample

# Dublin Core record:

Title: A Unifying Syntax for the Expression of Names and Addresses of Objects
on the Network as used in the World-Wide Web.

Title: (Subtitle) Universal Resource Identifiers in WWW

Creator: Berners-Lee, T.

Subject: IETF, URI, Uniform Resource Identifiers

Publisher: CERN

Date: 1994

Type: Internet RFC

Format (scheme=IMT): text/plain

Identifier(scheme=URL): gopher://gopher.es.net:70/0R0-57601~/pub/rfcs/rfc1630.txt

Relation (type=child)(identifier=URL): http://ds.internic.net/ds/dspglintdoc.html

Relation (type=sibling)(identifier=URL): http://ds.internic.net/rfc/rfc1738.txt

# IAFA / ROADS template record:

Author—-Name: Berners-Lee, T.

Category: Internet RFC

Creation-Date: 1994

Format: text/plain

Keyword: IETF, URI, Uniform Resource Identifiers

Publisher-Name: CERN

Title: A Unifying Syntax for the Expression of Names and Addresses of
Objects on the Network as used in the World-Wide Web.

Title: Universal Resource Identifiers in WWW

Template-Type: DOCUMENT

URI-v1: gopher://gopher.es.net:70/0R0-57601-/pub/rfcs/rfc1630.txt



* TEI headers: Text Encoding Initiative

Text Encoding Initiative™= TX Y PEHZ ¥ HAE XS 93 ¥+S Fso=
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HxE 22 FARFYEgoelth, o] ZFYEE FA a mailing list, meetings and
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toolchain®@} Z<& o]&9] A7} HE 7e TFL #Agsta Yu)

1) A wiki (i/'wiki/ WIK-ee) is usually a web application which allows people to add, modify, or delete
content in collaboration with others. Text is usually written using a simplified markup language or a
rich—text editor. While a wiki is a type of content management system, it differs from a blog or most
other such systems in that the content is created without any defined owner or leader, and wikis have
little implicit structure, allowing structure to emerge according to the needs of the users.

The encyclopedia project Wikipedia is the most popular wiki on the public web in terms of page

views, but there are many sites running many different kinds of wiki software.

2) SourceForge is a web-based source code repository. It acts as a centralized location for software
developers to control and manage free and open source software development. It was the first to offer

this service for free to open source projects.

3) In software, a toolchain is the set of programming tools that are used to create a product (typically
another computer program or system of programs). The tools may be used in a chain, so that the output
of each tool becomes the input for the next, but the term is used widely to refer to any set of linked

development tools. [
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1) The Open Document Format for Office Applications (ODF), also known as OpenDocument, is an
XML-based file format for spreadsheets, charts, presentations and word processing documents. It was
developed with the aim of providing an open, XML-based file format specification for office applications.

The standard was developed by a technical committee in the Organization for the Advancement of
Structured Information Standards (OASIS) consortium. It was based on the Sun Microsystems specification
for OpenOffice.org XML, the default format for OpenOffice.org, which had been specifically intended "to
provide an open standard for office documents."

In addition to being an OASIS standard, version 1.1 is published as an ISO/IEC international standard,
ISO/IEC 26300:2006/Amd 1:2012 — Open Document Format for Office Applications (OpenDocument) v1.1.
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1) A document type definition (DTD) is a set of markup declarations that define a document type for an
SGML-family markup language (SGML, XML, HTML). A DTD uses a terse formal syntax that declares
precisely which elements and references may appear where in the document of the particular type, and
what the elements’ contents and attributes are. A DTD can also declare entities that may be used in the
instance document. XML uses a subset of SGML DTD.

2) In computing, RELAX NG (REgular LAnguage for XML Next Generation) is a schema language for
XML - a RELAX NG schema specifies a pattern for the structure and content of an XML document. A
RELAX NG schema is itself an XML document but RELAX NG also offers a popular compact, non-XML
syntax. Compared to other XML schema languages RELAX NG is considered relatively simple.

3) The World Wide Web Consortium (W3C) is the main international standards organization for the World
Wide Web (abbreviated WWW or W3).

<History> The World Wide Web Consortium (W3C) was founded by Tim Berners-Lee after he left
the European Organization for Nuclear Research (CERN) in October, 1994. It was founded at the
Massachusetts Institute of Technology Laboratory for Computer Science (MIT/LCS) with support from the
European Commission and the Defense Advanced Research Projects Agency (DARPA), which had
pioneered the Internet and its predecessor ARPANET.

W3C tries to enforce compatibility and agreement among industry members in the adoption of new
standards defined by the W3C. Incompatible versions of HTML are offered by different vendors, causing
inconsistency in how Web pages are displayed. The consortium tries to get all those vendors to
implement a set of core principles and components which are chosen by the consortium.

It was originally intended that CERN host the European branch of W3C; however, CERN wished to
focus on particle physics, not information technology. In April 1995 the Institut national de recherche en
informatique et en automatique (INRIA) became the European host of W3C, with Keio University
becoming the Japanese branch in September 1996. Starting in 1997, W3C created regional offices around
the world; as of September 2009, it has eighteen World Offices covering Australia, the Benelux countries
(Netherlands, Luxembourg, and Belgium), Brazil, China, Finland, Germany, Austria, Greece, Hong Kong,
Hungary, India, Israel, Italy, South Korea, Morocco, South Africa, Spain, Sweden, and the United Kingdom
and Ireland.

In January 2003, the European host was transferred from INRIA to the European Research
Consortium for Informatics and Mathematics (ERCIM), an organization that represents European national
computer science laboratories. In October 2012, W3C convened a community of large Web players and
publishers to establish a MediaWiki wiki that seeks to documents open Web standards called
WebPlatform and WebPlatform Docs.
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1) In markup languages, Schematron is a rule-based validation language for making assertions about the
presence or absence of patterns in XML trees. It is a structural schema language expressed in XML

using a small number of elements and XPath.

TEI Lite is an XML-based file format for exchanging texts. It is a manageable
selection from the extensive set of elements available in the full TEI Guidelines.
TEI Litex H2EE wstr7] 915 XML ©|&3 3+ x7elrh. o] 32 TEI Guidelines®]
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* GILS:Global Information Locator Service
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* IMS: [P Multimedia Subsystem or [P Multimedia Core Network subsystem
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1) GSM (Global System for Mobile Communications, originally Group Spécial Mobile), is a standard
developed by the European Telecommunications Standards Institute (ETSI) to describe protocols for
second generation (2G) digital cellular networks used by mobile phones. It became the de facto global
standard for mobile communications with over 80% market share.

The GSM standard was developed as a replacement for first generation (1G) analog cellular



networks, and originally described a digital, circuit-switched network optimized for full duplex voice
telephony. This was expanded over time to include data communications, first by circuit-switched
transport, then packet data transport via GPRS (General Packet Radio Services) and EDGE (Enhanced
Data rates for GSM Evolution or EGPRS).

Subsequently, the 3GPP developed third generation (3G) UMTS standards followed by fourth
generation (4G) LTE Advanced standards, which are not part of the ETSI GSM standard.

"GSM" is a trademark owned by the GSM Association. It may also refer to the initially most common
voice codec used, Full Rate.

2) General packet radio service (GPRS) is a packet oriented mobile data service on the 2G and 3G
cellular communication system's global system for mobile communications (GSM). GPRS was originally
standardized by European Telecommunications Standards Institute (ETSI) in response to the earlier CDPD
and i-mode packet-switched cellular technologies. It is now maintained by the 3rd Generation
Partnership Project (3GPP).

GPRS usage 1is typically charged based on volume of data transferred, contrasting with circuit
switched data, which is usually billed per minute of connection time. Usage above the bundle cap is
either charged per megabyte or disallowed.

GPRS is a best-effort service, implying variable throughput and latency that depend on the number
of other users sharing the service concurrently, as opposed to circuit switching, where a certain quality
of service (QoS) is guaranteed during the connection. In 2G systems, GPRS provides data rates of 56—
114 kbit/second. 2G cellular technology combined with GPRS is sometimes described as 2.5G, that is, a
technology between the second (2G) and third (3G) generations of mobile telephony. It provides
moderate-speed data transfer, by using unused time division multiple access (TDMA) channels in, for

example, the GSM system. GPRS is integrated into GSM Release 97 and newer releases.
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1) The Session Initiation Protocol (SIP) is a signaling communications protocol, widely used for
controlling multimedia communication sessions such as voice and video calls over Internet Protocol (IP)
networks.

The protocol defines the messages that are sent between peers which govern establishment,
termination and other essential elements of a call. SIP can be used for creating, modifying and
terminating sessions consisting of one or several media streams. SIP can be used for two-party (unicast)
or multiparty (multicast) sessions. Other SIP applications include video conferencing, streaming
multimedia distribution, instant messaging, presence information, file transfer, fax over IP and online

games.

2) Fixed—-mobile convergence (FMC) is a change in telecommunications that removes differences between
fixed and mobile networks. In the 2004 press release announcing its formation, the Fixed Mobile
Convergence Alliance said: Fixed Mobile Convergence is a transition point in the telecommunications
industry that will finally remove the distinctions between fixed and mobile networks, providing a superior

experience to customers by creating seamless services using a combination of fixed broadband and local



access wireless technologies to meet their needs in homes, offices, other buildings and on the go.

In this definition “fixed broadband” means a connection to the Internet, such as DSL, cable or T1.
“Local access wireless” means Wi-Fi or something like it. BT’s initial FMC service used Bluetooth
rather than Wi-Fi for the local access wireless. The advent of picocells and femtocells means that local
access wireless can be cellular radio technology.

The term “seamless services” in the quotation above is ambiguous. When talking about FMC, the
word “seamless” usually refers to “seamless handover,” which means that a call in progress can move
from the mobile (cellular) network to the fixed network on the same phone without interruption, as
described in one of the FMCA specification documents: Seamless is defined as there being no
perceptible break in voice or data transmission due to handover (from the calling party or the called
party”’s perspective).

The term “seamless services’” sometimes means service equivalence across any termination point,
fixed or mobile, so for example, dialing plans are identical and no change in dialed digits is needed on a

desk phone versus a mobile. A less ambiguous term for this might be “network agnostic services.”

* RDF: Resource Description Framework; see p. 186
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PDF: Portable Document Format
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* TIFF(Tag Image File Format)
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* library 2.0
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= Overview

The term "Library 2.0" was coined by Michael Casey on his blog LibraryCrunch
as a direct spin-off of the terms Business 2.0 and Web 2.0. Casey suggested that
libraries, especially public libraries, are at a crossroads where many of the
elements of Web 2.0 have applicable value within the library community, both in
technology—driven services and in non-technology based services. In particular, he
described the need for libraries to adopt a strategy for constant change while
promoting a participatory role for library users.

With Library 2.0, library services are frequently evaluated and updated to meet
the changing needs of library users. Library 2.0 also calls for libraries to encourage
user participation and feedback in the development and maintenance of library
services. The active and empowered library user is a significant component of
Library 2.0. With information and ideas flowing in both directions — from the library
to the user and from the user to the library — library services have the ability to
evolve and improve on a constant and rapid basis. The user is participant,

co-creator, builder and consultant — whether the product is virtual or physical.

*% Key principles

# Browser + Web 2.0 Applications + Connectivity = Full-featured OPAC
# Harness the library user in both design and implementation of services
# Library users should be able to craft and modify library provided services

# Harvest and integrate ideas and products from peripheral fields into library



service models
# Continue to examine and improve services and be willing to replace them

at any time with newer and better services.
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* MODS(Metadata Object Description Schema, Library of Congress)

The Library of Congress' Network Development 1831 MARC Standards Office,
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* MOA2 DTD; METS= tjA%.
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MOA2 DTD 7| d&S 713 #d 2+ 33 2t Dublin Core, SMARC,
Encoded Archival Description, Indecs Metadata Framework, VRA Core, NISO
Technical Metadata for Digital Still Images, Library of Congress audio/visual
technical metadata, National Library of Australia Preservation Metadata for Digital
Collections, Resource Description Framework, Synchronized Multimedia Integration
Language, MPEG-7

1) Encoded Archival Description (EAD) is an XML standard for encoding archival finding aids, maintained
by the Technical Subcommittee for Encoded Archival Description of the Society of American Archivists,

in partnership with the Library of Congress. See p.78

2) indecs (an acronym of "interoperability of data in e—commerce systems'"; written in lower case) was a
project part funded by the European Community Info 2000 initiative and by several organisations
representing the music, rights, text publishing, authors, library and other sectors in 1998-2000, which
has since been used in a number of metadata activities. A final report and related documents were
published; the indecs Metadata Framework document "Principles, model and data dictionary" is a concise
summary.

indecs provided an analysis of the requirements for metadata for e-commerce of content (intellectual
property) in the network environment, focussing on semantic interoperability. Semantic interoperability
deals with the question of how one computer system knows what the terms from another computer
system mean (e.g. if A says "owner" and B says "owner", are they referring to the same thing? If A
says "released" and B says "disseminated", do they mean different things?).
Use of indecsledit]The indecs Framework does not presuppose any specific business model or legal
framework; it can be used to describe transactions of copyrighted, open source, or freely available

material.

3) Synchronized Multimedia Integration Language (SMIL (/smail/)) is a World Wide Web Consortium
recommended Extensible Markup Language (XML) markup language to describe multimedia presentations.
It defines markup for timing, layout, animations, visual transitions, and media embedding, among other
things. SMIL allows presenting media items such as text, images, video, audio, links to other SMIL
presentations, and files from multiple web servers. SMIL markup is written in XML, and has similarities



to HTML.

4) MPEG-7 is a multimedia content description standard. It was standardized in ISO/IEC 15938
(Multimedia content description interface). This description will be associated with the content itself, to
allow fast and efficient searching for material that is of interest to the user. MPEG-7 is formally called
Multimedia Content Description Interface. Thus, it is not a standard which deals with the actual encoding
of moving pictures and audio, like MPEG-1, MPEG-2 and MPEG-4. It uses XML to store metadata, and
can be attached to timecode in order to tag particular events, or synchronise lyrics to a song, for
example.

p. Ixxviii

* EAD(Encoded Archival Description)
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* DOI: A digital object identifier
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*x DOl names
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*%* Comparison with other identifier schemes

DOI name> URL¥} o] Apgo] digh Adubzl Al £ eh= th=r}h URL2 A
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282 Aeks 7R FEehA stal FEAEstEE e s Aot ayreE e Fu
o] e Mz & FAY Hoo] wAysts AEAE ¥ 4= )

1) The International Standard Recording Code (ISRC) is an international standard code for uniquely

identifying sound recordings and music video recordings.
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1) An Archival Resource Key (ARK) is a Uniform Resource Locator (URL) that is a multi-purpose
identifier for information objects of any type. An ARK contains the label ark: after the URL's hostname,
which sets the expectation that, when submitted to a web browser, the URL terminated by '?' returns a
brief metadata record, and the URL terminated by '??" returns metadata that includes a commitment
statement from the current service provider. The ARK and its inflections ('?' and '??') gain access to

three facets of a provider's ability to provide persistence.

DOI name A 2] 9x]o 9|EstA] ¢how o] wio] URNe|L} PURLY H]5:8hA| vt
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#* Resolution

DOI name resolution< Handle System& %3] #|&% ™, DOl names W= o
Sk o] 8xE R ol&d & Ay gEFAL 3] DOI nameo| A4, URLs 247 <
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ovk gt}

1) The Handle System is a technology specification for assigning, managing, and resolving persistent
identifiers for digital objects and other resources on the Internet. The protocols specified enable a



distributed computer system to store identifiers (names, or handles), of digital resources and resolve
those handles into the information necessary to locate, access, and otherwise make use of the resources.
That information can be changed as needed to reflect the current state and/or location of the identified
resource without changing the handle.

DOI nameS @£ 42317 ¢38te, DOI resolver(d: www.doi.org)ell 1AS 4&Hs 4=
Rl o e FAE  http://dx.doi.org/E AR DOI named ®dET % 9l

dE Z9o], DOI name 10.1000/182+ o] #| 2~ “http://dx.doi.org/10.1000/182" | A

Rui e T
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2 dE)9 AHHe dAS 385t Yvi(od: CNRI Handle Extension for Firefox).

The CNRI Handle Extension for Firefox: L H#-9-#7} 13t Handle System X =
EZS AMg3F+= hdli4263537/4000 or doi:10.1000/1¢F 28 dME=o]y DOI RURIse] &
2 ¢ JEE a1 ). o] AS web-to-handle ETZHA] Ao &3t P HAAE native

resolution®. @ Alxjo] A Ao|t},

1) The Corporation for National Research Initiatives (CNRI), based in Reston, Virginia, is a non-profit
organization founded in 1986 by Robert E. Kahn as an "activities center around strategic development of
network-based information technologies", including the National Information Infrastructure in the United
States. CNRI publishes D-Lib Magazine, a journal of digital library research and development. It also
develops the Handle System for managing and locating digital information[citation needed]. CNRI

formerly operated the Secretariat of the Internet Engineering Task Force
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DOI Al =82 T0Soll Al ek =414 EFolw, HE B2 20129 49 239 3y
2t DOIE infoURI =#IETE RFC 4452)21 “Public Namespacesol| A¥EAE zt& A
BAEE “info” URI 23%] mel 5% URIC|H:; infoidoi/ = DOI®]  infoURI
Namespace©]th. DOI F-EH2 ©A 2000de] Fw3hE NISO xFolth; ANSI/NISO
739.84-2005 Syntax for the Digital Object Identifier.
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1) In computer science, info: is a Uniform Resource Identifier (URID) scheme for information assets with
identifiers in public namespaces that allows legacy namespaces such as Library of Congress Identifiers
and Digital object identifiers to be represented as URIs. It acts as a bridging mechanism for older

information identifiers to be used in the more generalised and standard URI allocation.

2) In general, a namespace is a container for a set of identifiers (also known as symbols, names).
Namespaces provide a level of indirection to specific identifiers, thus making it possible to distinguish
between identifiers with the same exact name. For example, a surname could be thought of as a
namespace that makes it possible to distinguish people who have the same first name. In computer

programming, namespaces are typically employed for the purpose of grouping symbols and identifiers
around a particular functionality.

p. Civ
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# n—grams for approximate matching

n-grams can also be used for efficient approximate matching. By converting a sequence of items to
a set of n—grams, it can be embedded in a vector space, thus allowing the sequence to be compared to
other sequences in an efficient manner. For example, if we convert strings with only letters in the
English alphabet into 3—-grams, we get a —dimensional space (the first dimension measures the number of
occurrences of "aaa", the second "aab", and so forth for all possible combinations of three letters). Using
this representation, we lose information about the string. For example, both the strings "abc" and "bca"
give rise to exactly the same 2-gram "bc" (although {"ab", "bc"} is clearly not the same as {"bc", "ca"}).
However, we know empirically that if two strings of real text have a similar vector representation (as
measured by cosine distance) then they are likely to be similar. Other metrics have also been applied to
vectors of n—grams with varying, sometimes better, results. For example z-scores have been used to
compare documents by examining how many standard deviations each n—-gram differs from its mean
occurrence in a large collection, or text corpus, of documents (which form the "background" vector). In
the event of small counts, the g—score may give better results for comparing alternative models.

It is also possible to take a more principled approach to the statistics of n-grams, modeling
similarity as the likelihood that two strings came from the same source directly in terms of a problem in
Bayesian inference.

n-gram-based searching can also be used for plagiarism detection.
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* Bradford's law

19343 Samuel C. Bradfordel] 9l&] x&o =z =34
o4 FnEdel 57 gaL Sst o ARt 7eE
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St okl A ol gk 'S Pareto wAtolgt FETE oE &9, ¥ AFATH
TFAE Aste]l 57FAS] A AES zEa dvkar shAE] ®BAb gkl o] A
dol 12709 7]AE Sl dideletar 7hg el Bab bR o] dA-AE EuE 12709 4
7S 3] 9l e SR 10709 A2 Hobd Aotk R R o] dAg-ate] Hi
XX %9 bm(Bradford multiplier) 2 20|t} tfA] #@a]A, 10/50]t}. Z}zte] A28 127
o] 71&%2& o] AFA= bm HHHPEL B2 AES Fopd Aol 5, 10, 20, 40, T
AES E S, hFEEY ASAEL AEsA 2=k “there is little point in
looking further.”

The result of this is pressure on scientists to publish in the best journals, and
pressure on universities to ensure access to that core set of journals. On the other
hand, the set of "core journals" may vary more or less strongly with the individual
researchers, and even more strongly along schools—of-thought divides. There is
also a danger of over-representing majority views if journals are selected in this

fashion. Bradford's law is also known as Bradford's law of scattering and as the

Bradford distribution. This law or distribution in bibliometrics can be applied to the
World Wide Web.

* Lotka's law
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* The Pareto principle

o] UHe 80-20 FHORE keld glow], B Abzlel gloiA Aol oF 80%7} oF
20%2] AN EZKFE A= Aol 1906 olelg] AAEA} Vilfredo Paretot= ©]Ej
o FEe] 80%E 1TEl oF 20%7h 2f3a ks AL BAAGoM, £ Al 49
ANA 20%9 FZAA7E 80%S] TLS EFEI AvkE AS BESIA] o] AFS WA
.

The Pareto principle (also known as the 80-20 rule, the law of the vital few,

and the principle of factor sparsity) states that, for many events, roughly 80% of

the effects come from 20% of the causes.

* Luhno] 7H4
KWIC A¢l& 19590l Al¢k wojo] W rE dAE Y88 el FA=
FTRAS SAHSE 71+l Aok SAA 71 ARl o] 7 Tasgk pA ot

“ FHEY ol YT A wol2A FACZ /A7t flo) ABEe] BojAT,
AREY ol FA2AY onst gor, ABLe RFEE, FUNES GolE A4
SEREEERE N

Hans Peter Luhn (July 1, 1896 — August 19, 1964) was a computer scientist for
IBM, and creator of the Luhn algorithm and KWIC (Key Words In Context) indexing.

Two of Luhn's greatest achievements are the idea for an SDI system and the
KWIC method of indexing.

# KWIC

KWIC is an acronym for Key Word In Context, the most common format for

concordance(£°]#¢l) lines. The term KWIC was first coined by Hans Peter Luhn.

The system was based on a concept called keyword in titles which was first

proposed for Manchester libraries in 1864 by Andrea Crestadoro.

A KWIC index is formed by sorting and aligning the words within an article
title to allow each word (except the stop words) in titles to be searchable

alphabetically in the index. It was a useful indexing method for technical manuals



before computerized full text search became common.
For example, the title statement of this article and the Wikipedia slogan would
appear as follows in a KWIC index. A KWIC index usually uses a wide layout to

allow the display of maximum 'in context' information (not shown in the following

example).
KWIC is an acronym for Key Word In Context, ... page 1
. Key Word In Context, the most common format for concordance lines. page 1
the most common format for concordance lines. page 1
. is an acronym for Key Word In Context, the most common format ... page 1
Wikipedia, The Free Encyclopedia page 0O
In Context, the most common format for concordance lines. page 1
Wikipedia, The Free Encyclopedia page 0O
KWIC is an acronym for Key Word In Context, the most ... page 1
KWIC is an acronym for Key Word ... page 1
common format for concordance lines. page 1
for Key Word In Context, the most common format for concordance ... page 1
Wikipedia, The Free Encyclopedia page O
KWIC is an acronym for Key Word In Context, the most common ... page 1

The term permuted index(s=%&8¢l) is another name for a KWIC index, referring
to the fact that it indexes all cyclic permutations of the headings. Books composed
of many short sections with their own descriptive headings, most notably collections
of manual pages, often ended with a permuted index section, allowing the reader to
easily find a section by any word from its heading. This practice is no longer

common.

1) A concordance is an alphabetical list of the principal words used in a book or body of work, with
their immediate contexts. Because of the time, difficulty, and expense involved in creating a concordance

in the pre-computer era, only works of special importance, such as the Vedas, Bible, Qur'an or the

works of Shakespeare and other classical Latin and Greek authors, had concordances prepared for them.

2) Text mining, also referred to as text data mining, roughly equivalent to text analytics, refers to the
process of deriving high—quality information from text. High—quality information is typically derived
through the devising of patterns and trends through means such as statistical pattern learning. Text
mining usually involves the process of structuring the input text (usually parsing, along with the addition
of some derived linguistic features and the removal of others, and subsequent insertion into a database),
deriving patterns within the structured data, and finally evaluation and interpretation of the output. 'High
quality' in text mining usually refers to some combination of relevance, novelty, and interestingness.
Typical text mining tasks include text categorization, text clustering, concept/entity extraction, production
of granular taxonomies, sentiment analysis, document summarization, and entity relation modeling (.e.,
learning relations between named entities).

Text analysis involves information retrieval, lexical analysis to study word frequency distributions,
pattern recognition, tagging/annotation, information extraction, data mining techniques including link and
association analysis, visualization, and predictive analytics. The overarching goal is, essentially, to turn
text into data for analysis, via application of natural language processing (NLP) and analytical methods.

A typical application is to scan a set of documents written in a natural language and either model

the document set for predictive classification purposes or populate a database or search index with the



information extracted.

* Moore's law

Folo] WA e whgeln], AFE SSdole] GAllA PHZe] i EAA2HY
F7F v 2wt} oF 2uj7F fvk= Aot

Although this trend has continued for more than half a century, Moore's law
should be considered an observation or conjecture and not a physical or natural
law. Sources in 2005 expected it to continue until at least 2015 or 2020. However,

the 2010 update to the International Technology Roadmap for Semiconductors

predicts that growth will slow at the end of 2013, when transistor counts and

densities are to double only every three years.

* 1% rule

AE Yl &3l A, 1% T3-S AEH
olr, fIrte]ES] @A 1% o]&Atwto] detA MEE FHE
o] 99%+ &A| o]&1t }(lurk)= Aot}

A variant is the "90-9-1 principle" (sometimes also presented as the 89:10:1

o

ratio), which states that in a collaborative website such as a wiki, 90% of the
participants of a community only view content, 9% of the participants edit content,
and 1% of the participants actively create new content.

Both can be compared with the similar rules known to information science, such
as the 80/20 rule known as the Pareto principle, that 20 percent of a group will

produce 80 percent of the activity, however the activity may be defined.
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* tree(data structure)
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* B-tree

AFE oA, B-treex= EF3% HolHE WIS, logarithmic timel = searches,
sequential access, insertions, and deletionsS 7}s3dl= ET dHo]g Fxo|t}. B-treem™
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For example, in a 2-3 B-tree (often simply referred to as a 2-3 tree), each
internal node may have only 2 or 3 child nodes. Each internal node of a B-tree
will contain a number of keys. The keys act as separation values which divide its
subtrees. For example, if an internal node has 3 child nodes (or subtrees) then it
must have 2 keys: g and ao. All values in the leftmost subtree will be less than aj,
all values in the middle subtree will be between & and &, and all values in the

rightmost subtree will be greater than ao.

1) In computer science, a binary search tree (BST), sometimes also called an ordered or sorted binary
tree, is a node-based binary tree data structure which has the following properties:

# The left subtree of a node contains only nodes with keys less than the node's key.

# The right subtree of a node contains only nodes with keys greater than the node's key.
# The left and right subtree each must also be a binary search tree.

# There must be no duplicate nodes.

Generally, the information represented by each node is a record rather than a single data element.
However, for sequencing purposes, nodes are compared according to their keys rather than any part of
their associated records.

The major advantage of binary search trees over other data structures is that the related sorting



algorithms and search algorithms such as in-order traversal can be very efficient.
Binary search trees are a fundamental data structure used to construct more abstract data structures

such as sets, multisets, and associative arrays.

* TV(Telescopic Vector)-tree 7]
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1) R*—trees are a variant of R-trees used for indexing spatial information. R#-trees support point and
spatial data at the same time with a slightly higher cost than other R-trees.

2) An R+ tree is a method for looking up data using a location, often (x, y) coordinates, and often for
locations on the surface of the earth. Searching on one number is a solved problem; searching on two
or more, and asking for locations that are nearby in both x and y directions, requires craftier algorithms.

Fundamentally, an R+ tree is a tree data structure, a variant of the R tree, used for indexing spatial

information.
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Content-based image retrieval (CBIR), known as query by image content (QBIC)

and content-based visual information retrieval (CBVIR) is the application of

computer vision techniques to the image retrieval problem, that is, the problem of

searching for digital images in large databases. Content—-based image retrieval is

opposed to concept—based approaches.



"Content—based" means that the search analyzes the contents of the image

rather than the metadata such as keywords, tags, or descriptions associated with

the image. The term '"content" in this context might refer to colors, shapes,
textures, or any other information that can be derived from the image itself. CBIR
1s desirable because most web—based image search engines rely purely on metadata
and this produces a lot of garbage in the results. Also having humans manually
enter keywords for images in a large database can be inefficient, expensive and
may not capture every keyword that describes the image. Thus a system that can
filter images based on their content would provide better indexing and return more

accurate results.

(292 #5859 U87]9EAQ)
* Query by humming (QbH): 1995 =49 d)dte] Query By Humming(QBH)

a music retrieval system that branches off the original classification systems of

title, artist, composer, and genre. It normally applies to songs or other music with a

distinct single theme or melody. The system involves taking a user—hummed melody
(input query) and comparing it to an existing database. The system then returns a

ranked list of music closest to the input query.

* MELDEX: 1997d wAdl=2 Waikato 2] MELody in Dex(MELDEX)
the New Zealand Digital Library's Web-based melody index. the MELDEX

system, designed to retrieve melodies from a database on the basis of a few notes

sung into a microphone.

p. CXXXI
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# ScienceDirect 1s website operated by the Anglo—Dutch publisher Elsevier
containing (as of 2013) about 11 million articles from 2,500 journals and over

25,000 e-books, reference works, book series and handbooks. The articles are

grouped in four main sections: Physical Sciences and Engineering, Life Sciences,

Health Sciences, and Social Sciences and Humanities. For most articles on the

website, abstracts are freely available; access to the full text of the article (in PDF,
and also HTML for newer publications) generally requires a subscription or

pay-per—-view purchase.



# SAGE is a leading international publisher of journals, books, and electronic media

for academic, educational, and professional markets. Since 1965, SAGE has helped

inform and educate a global community of scholars, practitioners, researchers, and
students spanning a wide range of subject areas including business, humanities,

social sciences, and science, technology, and medicine.

# PMC is a free full-text archive of biomedical and life sciences journal literature
at the U.S. National Institutes of Health's National Library of Medicine (NIH/NLM).

* Bibliographic Database
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1) The Entrez Global Query Cross—Database Search System is a powerful federated search engine, or
web portal that allows users to search many discrete health sciences databases at the National Center
for Biotechnology Information (NCBI) website. The NCBI is a part of the National Library of Medicine
(NLM), which is itself a department of the National Institutes of Health (NIH), which in turn is a part of
the United States Department of Health and Human Services. The name "Entrez" (a greeting meaning
"Come in!" in French) was chosen to reflect the spirit of welcoming the public to search the content
available from the NLM.

* Document-oriented database
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“Document” ] 34 7idS 7HAaL HaQlgh Aot



** Documents?

LEAUE-X3A dolguo] o] A NdL EFuED= .
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1) YAML (/jeemsl/, rhymes with camel) is a human-readable data serialization format that takes concepts
from programming languages such as C, Perl, and Python, and ideas from XML and the data format of
electronic mail (RFC 2822).

YAML is a recursive acronym for "YAML Ain't Markup Language". Early in its development, YAML
was said to mean "Yet Another Markup Language", but it was then reinterpreted (backronyming the

original acronym) to distinguish its purpose as data-oriented, rather than document markup.

2) JSON (/dzeison/ JAY-soun, /dzersen/ JAY-son), or JavaScript Object Notation, is an open standard
format that uses human-readable text to transmit data objects consisting of attribute—value pairs. It is
used primarily to transmit data between a server and web application, as an alternative to XML.

3) BSON /bi:son/ is a computer data interchange format used mainly as a data storage and network
transfer format in the MongoDB database. It is a binary form for representing simple data structures and
associative arrays (called objects or documents in MongoDB). The name "BSON" is based on the term
JSON and stands for "Binary JSON".

FirstName: "Bob",
Address: "5 Oak St.",
Hobby: "sailing"

A second document might be:

FirstName: "Jonathan",

Address: "15 Wanamassa Point Road",

Children: [
{Name: "Michael", Age: 10},
{Name: "Jennifer", Age: 8},
{Name: "Samantha", Age: 5},
{Name: "Elena", Age: 2}
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#x Keys

Documents are addressed in the database via a unique key that represents that

document. This key is often a simple string, a URI, or a path. The key can be used

to retrieve the document from the database. Typically, the database retains an

index on the key to speed up document retrieval.

** Retrieval
Another defining characteristic of a document-oriented database is that, beyond
the simple key-document (or key-value) lookup that can be used to retrieve a

document, the database offers an APl or query language that allows the user to

retrieve documents based on their content. For example, you may want a query

that retrieves all the documents with a certain field set to a certain value. The set
of query APIs or query language features available, as well as the expected
performance of the queries, varies significantly from one implementation to the

next.

* Citation Index

QAGANL o] §AZ FolF ofW UFe] FAJ} ofW FH FAZ AFYEAES F7
oF 4 gl BT g Al AT AA wlolEulo]zo]},

A form of citation index is first found in 12th-century Hebrew religious
literature. Legal citation indexes are found in the 18th century and were made
popular by citators such as Shepard's Citations (1873). In 1960, Eugene Garfield's
Institute for Scientific Information (ISD) introduced the first citation index for papers

published in academic journals, first the Science Citation Index (SCI), and later the

Social Sciences Citation Index (SSCI) and the Arts and Humanities Citation Index
(AHCI). The first automated citation indexing was done by CiteSeer in 1997. Other

sources for such data include Google Scholar.

*%x Major citation indexing services; General-purpose academic citation indexes

include:

# ISI (now part of Thomson Reuters) publishes the ISI citation indexes in print



and compact disc. They are now generally accessed through the Web under the
name Web of Science, which is in turn part of the group of databases in the Web
of Knowledge.

# Elsevier publishes Scopus, available online only, which similarly combines
subject searching with citation browsing and tracking in the sciences and social
sciences.

# Indian Citation Index is an online citation data which covers peer reviewed
journals published from India. It covers major subject areas such as scientific,
technical, medical, and social sciences and includes arts and humanities. The

citation database is the first of its kind in India.

the ISI databases and Scopus are available by subscription (generally to

libraries). In addition, CiteSeer and Google Scholar are freely available online.

#x% Impact factor

The impact factor (IF) of an academic journal is a measure reflecting the

average number of citations to recent articles published in the journal. It is

frequently used as a proxy for the relative importance of a journal within its field,

with journals with higher impact factors deemed to be more important than those

with lower ones. The impact factor was devised by Eugene Garfield, the founder of

the Institute for Scientific Information. Impact factors are calculated yearly starting

from 1975 for those journals that are indexed in the Journal Citation Reports.

%% (Citation impact; Citation impact can be measured in various ways.

An obvious measure is citation count, which quantifies both the usage and

impact of the cited work. This is called citation analysis or bibliometrics. Among

the measures that have emerged from citation analysis are the citation counts for:

# an individual article (how often it was cited);
# an author (total citations, or average citation count per article);

# a journal (average citation count for the articles in the journal).

Many measures have been proposed, beyond simple citation counts, to better
quantify an individual scholar's citation impact. The best-known measures include
the h-index and the g-index. Each measure has advantages and disadvantages,
spanning from bias to discipline-dependence and limitations of the citation data

source.

1) The h-index is an index that attempts to measure both the productivity and impact of the published
work of a scientist or scholar. The index is based on the set of the scientist's most cited papers and
the number of citations that they have received in other publications. The index can also be applied to

the productivity and impact of a group of scientists, such as a department or university or country, as



well as a scholarly journal. The index was suggested by Jorge E. Hirsch, a physicist at UCSD, as a tool
for determining theoretical physicists' relative quality and is sometimes called the Hirsch index or Hirsch

number.

2) The g-index is an index for quantifying scientific productivity based on publication record. It was
suggested in 2006 by Leo Egghe. The index is calculated based on the distribution of citations received
by a given researcher's publications:

Given a set of articles ranked in decreasing order of the number of citations that they received, the
g-index is the (unique) largest number such that the top g articles received (together) at least g2
citations.

Just as with the h-index, the g-index is a number which is the same for two different quantities:

g is (1) the number of highly cited articles, such that each of them has brought (2) on average g

citations.

**% Higenfactor
The Eigenfactor score, developed by Jevin West and Carl Bergstrom at the

University of Washington, is a rating of the total importance of a scientific journal.

Journals are rated according to the number of incoming citations, with citations

from highly ranked journals weighted to make a larger contribution to the

eigenfactor than those from poorly ranked journals. As a measure of importance,

the Eigenfactor score scales with the total impact of a journal. All else equal,
journals generating higher impact to the field have larger Eigenfactor scores.
Eigenfactor scores and Article Influence scores are calculated by

eigenfactor.org, where they can be freely viewed. The Eigenfactor score is intended

to measure the importance of a journal to the scientific community, by considering

the origin of the incoming citations, and is thought to reflect how frequently an

average researcher would access content from that journal. However, the

Eigenfactor score is influenced by the size of the journal, so that the score doubles
when the journal doubles in size (measured as published articles per year). The
Article Influence score measures the average influence of articles in the journal,
and is therefore comparable to the ISI impact factor.

Eigenfactor scores are measures of a journal's importance. It can be used in

combination with H-index to evaluate the work of individual scientists.

* Journal Citation Reports

Journal Citation Reports (JCR) is an annual publication by the Science and

Scholarly Research division of Thomson Reuters. It has been integrated with the

Web of Science and is accessed from the Web of Science-Core Collections. It

provides information about academic journals in the sciences and social sciences,

including impact factors. The JCR was originally published as a part of Science

Citation Index. Currently, the JCR, as a distinct service, is based on citations
compiled from the Science Citation Index Expanded (SCIE) and the Social Science
Citation Index (SSCI).



+*% Basic journal information

The information given for each journal includes:

1) the basic bibliographic information of publisher, title abbreviation, language,
ISSN.
2) the subject categories (there are 171 such categories in the sciences and 54

in the social sciences)

#* Citation information

Basic citation data:

1) the number of articles published during that year and

2) the number of times the articles in the journal were cited during the year by

later articles in itself and other journals,

* Coercive citation

Coercive citation is an academic publishing practice in which an editor of a

scientific or academic journal forces an author to add spurious citations to an

article before the journal will agree to publish it. This is done to inflate the

journal's impact factor, thus artificially boosting the journal's scientific reputation.

Manipulation of impact factors and self-citation has long been frowned upon in
academic circles; however, the results of a 2012 survey indicate that about 20% of
academics working iIn economics, sociology, psychology, and multiple business
disciplines have experienced coercive citation. Individual cases have also been

reported in other disciplines.

* SCImago Journal Rank

SClmago Journal Rank (SJR indicator) is a measure of scientific influence of

scholarly journals that accounts for both the number of citations received by a

journal and the importance or prestige of the journals where such citations come

from. The SJR indicator is a variant of the eigenvector centrality measure used in

network theory. Such measures establish the importance of a node in a network

based on the principle that connections to high-scoring nodes contribute more to
the score of the node. The SJR indicator, which is inspired by the PageRank
algorithm, has been developed to be used in extremely large and heterogeneous
journal citation networks. It is a size—independent indicator and its values order

journals by their "average prestige per article" and can be used for journal.

1) PageRank is an algorithm used by Google Search to rank websites in their search engine results.

PageRank was named after Larry Page, one of the founders of Google. PageRank is a way of measuring



the importance of website pages. According to Google:

PageRank works by counting the number and quality of links to a page to determine a rough
estimate of how important the website is. The underlying assumption is that more important websites are
likely to receive more links from other websites.

— Facts about Google and Competition

It is not the only algorithm used by Google to order search engine results, but it is the first
algorithm that was used by the company, and it is the best-known. Google uses an automated web
spider called Googlebot to actually count links and gather other information on web pages.

* Acknowledgement index

An  acknowledgment index is a method for indexing and analyzing

acknowledgments in the scientific literature and, thus, quantifies the impact of

acknowledgments. Typically, a scholarly article has a section where the authors

acknowledge entities such as funding, technical staff, colleagues, etc. that have

contributed materials or knowledge or have influenced or inspired their work.

p. clxvii
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# o]lB H|o]Z(naive Bayes) ¥ 7](classifier)

-

A naive Bayes classifier is a simple probabilistic classifier based on applying

Bayes' theorem with strong (naive) independence assumptions. A more descriptive

term for the underlying probability model would be "independent feature model".

# A A A UH-(Decision Tree) /7]
In computational complexity and communication complexity theories the decision

tree model is the model of computation or communication in which an algorithm or




communication process is considered to be basically a decision tree, i.e., a

sequence of branching operations based on comparisons of some quantities, the

comparisons being assigned the unit computational cost.

# kNN(k-nearest neighbors) #F7]

In pattern recognition, the k-Nearest Neighbors algorithm (or k-NN for short)

1s a non-parametric method used for classification and regression. In both cases,

the input consists of the k closest training examples in the feature space. The

output depends on whether k—NN is used for classification or regression:

1) Nonparametric regression is a form of regression analysis in which the predictor does not take a
predetermined form but is constructed according to information derived from the data. Nonparametric
regression requires larger sample sizes than regression based on parametric models because the data

must supply the model structure as well as the model estimates.

## Nearest neighbor search (NNS)

also known as proximity search, similarity search or closest point search, is an

optimization problem for finding closest (or most similar) points. Closeness is

typically expressed in terms of a dissimilarity function: The less similar are the

objects the larger are the function values.

# SVM(Support Vector Machine) ¥57]
In machine learning, support vector machines (SVMs, also support vector

networks) are supervised learning models with associated learning algorithms that

analyze data and recognize patterns, used for classification and regression analysis.
# 217 %W(Neural Network) &7 7]

In computer science and related fields, artificial neural networks are

computational models inspired by animals' central nervous systems (in particular the

brain) that are capable of machine learning and pattern recognition. They are

usually presented as systems of interconnected "neurons" that can compute values

from inputs by feeding information through the network.

p. clxxi

* FALE AlG(FAHIS)
# 718 A4+ (distance coefficient)

In statistics, the Bhattacharyya distance measures the similarity of two discrete

or continuous probability distributions. It is closely related to the Bhattacharyya

coefficient which is a measure of the amount of overlap between two statistical

samples or populations. Both measures are named after A. Bhattacharya, a



statistician who worked in the 1930s at the Indian Statistical Institute.[1] The
coefficient can be used to determine the relative closeness of the two samples
being considered. It is used to measure the separability of classes in classification
and it is considered to be more reliable than the Mahalanobis distance, as the
Mahalanobis distance is a particular case of the Bhattacharyya distance when the
standard deviations of the two classes are the same. Therefore, when two classes
have similar means but different standard deviations, the Mahalanobis distance
would tend to zero, however, the Bhattacharyya distance would grow depending on

the difference between the standard deviations.

## 9= A (Euclidean distance),

In mathematics, the Euclidean distance or Euclidean metric is the "ordinary"
distance between two points that one would measure with a ruler, and is given by
the Pythagorean formula. By using this formula as distance, Euclidean space (or
even any inner product space) becomes a metric space. The associated norm is
called the Euclidean norm. Older literature refers to the metric as Pythagorean

metric.

## N3:2~7] WEY A~(Minincowski metrics)
The Minkowski distance is a metric on FEuclidean space which can be
considered as a generalization of both the FEuclidean distance and the Manhattan

distance.

## A E] E% 72 (city block distance)

Taxicab geometry, considered by Hermann Minkowski in 19th century Germany,
1s a form of geometry in which the usual distance function or metric of Euclidean
geometry is replaced by a new metric in which the distance between two points is
the sum of the absolute differences of their Cartesian coordinates. The taxicab
metric is also known as rectilinear distance, L1 distance or norm (see Lp space),
city block distance, Manhattan distance, or Manhattan length, with corresponding
variations in the name of the geometry. The latter names allude to the grid layout
of most streets on the island of Manhattan, which causes the shortest path a car
could take between two intersections in the borough to have length equal to the

intersections' distance in taxicab geometry.

# A7 (association coefficient)
## 51AF1(Cosine) Al ol 8o S AHH AN 7 Bol AREH =
FE® HE,
Cosine similarity is a measure of similarity between two vectors of an inner

product space that measures the cosine of the angle between them. The cosine of



0° is 1, and it is less than 1 for any other angle. It is thus a judgement of
orientation and not magnitude: two vectors with the same orientation have a Cosine
similarity of 1, two vectors at 90° have a similarity of O, and two vectors
diametrically opposed have a similarity of -1, independent of their magnitude.
Cosine similarity is particularly used in positive space, where the outcome is neatly
bounded in [0,1].

Note that these bounds apply for any number of dimensions, and Cosine
similarity is most commonly used in high—-dimensional positive spaces. For example,
in Information Retrieval and text mining, each term is notionally assigned a different
dimension and a document is characterised by a vector where the value of each
dimension corresponds to the number of times that term appears in the document.
Cosine similarity then gives a useful measure of how similar two documents are
likely to be in terms of their subject matter.

The technique is also used to measure cohesion within clusters in the field of data
mining.

Cosine distance is a term often used for the complement in positive space, that
is: DC‘(A']-;B) =1- SC(A,B). It is important to note, however, that this is
not a proper distance metric as it does not have the triangle inequality property
and it violates the coincidence axiom; to repair the triangle inequality property
whilst maintaining the same ordering, it 1S necessary to convert to Angular distance
(see below.)

One of the reasons for the popularity of Cosine similarity is that it is very
efficient to evaluate, especially for sparse vectors, as only the non-zero dimensions

need to be considered.

## A7t =(Jaccard) Alg: £l o FE2HP AN 7HE Bo] AMgHE #83 A

The Jaccard index, also known as the Jaccard similarity coefficient (originally
coined coefficient de communauté by Paul Jaccard), is a statistic used for comparing
the similarity and diversity of sample sets. The Jaccard coefficient measures
similarity between finite sample sets, and i1s defined as the size of the intersection

divided by the size of the union of the sample sets:

AnEB
J(4.B) = 208l
| AU B|
(If A and B are both empty, we define AA,B)=1.) Clearly,

0<J(A,B)<1.

## Thol 2~ Al4=(Dice coef.)
The Sgrensen—Dice index, also known by other names (see Names, below), is a
statistic used for comparing the similarity of two samples. It was independently

developed by the botanists Thorvald Sgrensen[l] and Lee Raymond Dice,[2] who



published in 1948 and 1945 respectively.

The index is known by several other names, usually Sgrensen index or Dice's
coefficient. Both names also see "similarity coefficient", "index", and other such
variations. Common alternate spellings for Sgrensen are Sorenson, Soerenson index

and Sorenson index, and all three can also be seen with the —sen ending.

## 39t Al9-(Hamann coef.)???

In information theory, the Hamming distance between two strings of equal
length is the number of positions at which the corresponding symbols are different.
In another way, it measures the minimum number of substitutions required to
change one string into the other, or the minimum number of errors that could have

transformed one string into the other.

<Examples>

The Hamming distance between:

"toned" and "roses" is 3.
1011101 and 1001001 is 2.
2173896 and 2233796 is 3.

* A} #7A| 4= (correlation coefficient)
# ¥]o]& A E(Pearson product moment) A#A4

In statistics, the Pearson product—-moment correlation coefficient (/prorsin/)
(sometimes referred to as the PPMCC or PCC,[1] or Pearson's r) is a measure of
the linear correlation (dependence) between two variables X and Y, giving a value
between +1 and —1 inclusive, where 1 is total positive correlation, O is no
correlation, and —1 is total negative correlation. It is widely used in the sciences
as a measure of the degree of linear dependence between two variables. It was
developed by Karl Pearson from a related idea introduced by Francis Galton in the
1880s.

Pearson's correlation coefficient between two variables is defined as the
covariance of the two variables divided by the product of their standard deviations.
The form of the definition involves a "product moment", that is, the mean (the first
moment about the origin) of the product of the mean-adjusted random variables;

hence the modifier product—-moment in the name.

x W2 A9=(inner product coefficient)
In linear algebra, an inner product space is a vector space with an additional

structure called an inner product. This additional structure associates each pair of



vectors in the space with a scalar quantity known as the inner product of the
vectors. Inner products allow the rigorous introduction of intuitive geometrical
notions such as the length of a vector or the angle between two vectors. They also
provide the means of defining orthogonality between vectors (zero inner product).
Inner product spaces generalize Euclidean spaces (in which the inner product is the
dot product, also known as the scalar product) to vector spaces of any (possibly

infinite) dimension, and are studied in functional analysis.

An inner product naturally induces an associated norm, thus an inner product
space 1s also a normed vector space. A complete space with an inner product is
called a Hilbert space. An incomplete space with an inner product is called a
pre—Hilbert space, since its completion with respect to the norm induced by the
inner product becomes a Hilbert space. Inner product spaces over the field of

complex numbers are sometimes referred to as unitary spaces.

p. clxxiv

* Cluster analysis or clustering

is the task of grouping a set of objects in such a way that objects in the same

group (called a cluster) are more similar (in some sense or another) to each other

than to those in other groups (clusters). It is a main task of exploratory data

mining, and a common technique for statistical data analysis, used in many fields,

including machine learning, pattern recognition, image analysis, information retrieval,

and bioinformatics.

Cluster analysis itself is not one specific algorithm, but the general task to be
solved. It can be achieved by various algorithms that differ significantly in their
notion of what constitutes a cluster and how to efficiently find them. Popular
notions of clusters include groups with small distances among the cluster members,
dense areas of the data space, intervals or particular statistical distributions.
Clustering can therefore be formulated as a multi—objective optimization problem.
The appropriate clustering algorithm and parameter settings (including values such
as the distance function to use, a density threshold or the number of expected
clusters) depend on the individual data set and intended use of the results. Cluster
analysis as such is not an automatic task, but an iterative process of knowledge
discovery or interactive multi—objective optimization that involves trial and failure. It
will often be necessary to modify data preprocessing and model parameters until

the result achieves the desired properties.



Besides the term clustering, there are a number of terms with similar meanings,
including automatic classification, numerical taxonomy, botryology (from Greek Botpu
¢ "grape") and typological analysis. The subtle differences are often in the usage of
the results: while in data mining, the resulting groups are the matter of interest, in
automatic classification the resulting discriminative power is of interest. This often
leads to misunderstandings between researchers coming from the fields of data
mining and machine learning, since they use the same terms and often the same

algorithms, but have different goals.

Cluster analysis was originated in anthropology by Driver and Kroeber in 1932
and introduced to psychology by Zubin in 1938 and Robert Tryon in 1939and
famously used by Cattell beginning in 1943 for trait theory classification in

personality psychology.

Clustering algorithms can be categorized based on their cluster model, as listed
above. The following overview will only list the most prominent examples of
clustering algorithms, as there are possibly over 100 published -clustering
algorithms. Not all provide models for their clusters and can thus not easily be
categorized. An overview of algorithms explained in Wikipedia can be found in the

list of statistics algorithms.

There is no objectively "correct" clustering algorithm, but as it was noted,
"clustering is in the eye of the beholder." The most appropriate clustering algorithm
for a particular problem often needs to be chosen experimentally, unless there is a
mathematical reason to prefer one cluster model over another. It should be noted
that an algorithm that is designed for one kind of model has no chance on a data
set that contains a radically different kind of model. For example, k-means cannot

find non—-convex clusters.

# FH2ERY dug]Ee AS4 7|W: Connectivity based clustering (hierarchical
clustering)

Connectivity based clustering, also known as hierarchical clustering, is based on
the core idea of objects being more related to nearby objects than to objects
farther away. These algorithms connect "objects" to form "clusters" based on their
distance. A cluster can be described largely by the maximum distance needed to
connect parts of the cluster. At different distances, different clusters will form,
which can be represented using a dendrogram, which explains where the common
name "hierarchical clustering" comes from: these algorithms do not provide a single
partitioning of the data set, but instead provide an extensive hierarchy of clusters
that merge with each other at certain distances. In a dendrogram, the y-axis marks

the distance at which the clusters merge, while the objects are placed along the



x—axis such that the clusters don't mix.

Connectivity based clustering is a whole family of methods that differ by the
way distances are computed. Apart from the usual choice of distance functions, the
user also needs to decide on the linkage criterion (since a cluster consists of
multiple objects, there are multiple candidates to compute the distance to) to use.
Popular choices are known as single-linkage clustering (the minimum of object
distances), complete linkage clustering (the maximum of object distances) or
UPGMA ("Unweighted Pair Group Method with Arithmetic Mean", also known as
average linkage clustering). Furthermore, hierarchical clustering can be
agglomerative (starting with single elements and aggregating them into clusters) or

divisive (starting with the complete data set and dividing it into partitions).

These methods will not produce a unique partitioning of the data set, but a
hierarchy from which the user still needs to choose appropriate clusters. They are
not very robust towards outliers, which will either show up as additional clusters or
even cause other clusters to merge (known as "chaining phenomenon", in particular
with single-linkage clustering). In the general case, the complexity is , which makes
them too slow for large data sets. For some special cases, optimal efficient
methods (of complexity ) are known: SLINK[5] for single-linkage and CLINKI[6] for
complete-linkage clustering. In the data mining community these methods are
recognized as a theoretical foundation of cluster analysis, but often considered
obsolete. They did however provide inspiration for many later methods such as

density based clustering.

#H Td

## %7 (complete) 94

## 1% Y+t (group average) 12
## 1= 71" (Word's method)

2 oA (single linkage)

# SU2ER dagFe vASE 71
## single pass 7|

Single-linkage clustering is one of several methods of agglomerative
hierarchical clustering. In the beginning of the process, each element is in a cluster
of its own. The clusters are then sequentially combined into larger clusters, until
all elements end up being in the same cluster. At each step, the two clusters
separated by the shortest distance are combined. The definition of 'shortest
distance' is what differentiates between the different agglomerative clustering
methods. In single-linkage clustering, the link between two clusters is made by a
single element pair, namely those two elements (one in each cluster) that are

closest to each other. The shortest of these links that remains at any step causes



the fusion of the two clusters whose elements are involved. The method is also
known as nearest neighbour clustering. The result of the clustering can be
visualized as a dendrogram, which shows the sequence of cluster fusion and the

distance at which each fusion took place.

## K-means 7|9

centroid-based clustering, clusters are represented by a central vector, which
may not necessarily be a member of the data set. When the number of clusters is
fixed to k, k-means clustering gives a formal definition as an optimization problem:
find the cluster centers and assign the objects to the nearest cluster center, such

that the squared distances from the cluster are minimized.

The optimization problem itself is known to be NP-hard, and thus the common
approach is to search only for approximate solutions. A particularly well known
approximative method is Lloyd's algorithm, often actually referred to as "k—-means
algorithm". It does however only find a local optimum, and is commonly run multiple
times with different random initializations. Variations of k—means often include such
optimizations as choosing the best of multiple runs, but also restricting the
centroids to members of the data set (k-medoids), choosing medians (k-medians
clustering), choosing the initial centers less randomly (K-means++) or allowing a

fuzzy cluster assignment (Fuzzy c-means).

Most k-means-type algorithms require the number of clusters - - to be
specified in advance, which is considered to be one of the biggest drawbacks of
these algorithms. Furthermore, the algorithms prefer clusters of approximately
similar size, as they will always assign an object to the nearest centroid. This often
leads to incorrectly cut borders in between of clusters (which is not surprising, as

the algorithm optimized cluster centers, not cluster borders).

K-means has a number of interesting theoretical properties. On the one hand, it
partitions the data space into a structure known as a Voronoi diagram. On the other
hand, it is conceptually close to nearest neighbor classification, and as such is
popular in machine learning. Third, it can be seen as a variation of model based
classification, and Lloyd's algorithm as a variation of the Expectation—-maximization

algorithm for this model discussed below.

## EM(expectation maximization) &i1g]=

In statistics, an expectation—maximization (EM) algorithm is an iterative method
for finding maximum likelihood or maximum a posteriori (MAP) estimates of
parameters in statistical models, where the model depends on unobserved latent

variables. The EM iteration alternates between performing an expectation (E) step,



which creates a function for the expectation of the log-likelihood evaluated using

the current estimate for the parameters, and a maximization (M) step, which

computes parameters maximizing the expected log-likelihood found on the E step.

These parameter—estimates are then used to determine the distribution of the latent

variables in the next E step.
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A dendrogram (from Greekdendron "tree" and gramma "drawing") is a tree

diagram frequently used to illustrate the arrangement of the clusters produced by

hierarchical clustering. Dendrograms are often used in computational biology to

illustrate the clustering of genes or samples.

% Clustering Example

For a clustering example, suppose this data is to be clustered using Euclidean

distance as the distance metric.
T,




The hierarchical clustering dendrogram would be as such:

Traditional representation

The top row of nodes represent data (individual observations), and the
remaining nodes represent the clusters to which the data belong, with the arrows
representing the distance (dissimilarity).

The distance between merged clusters is monotone increasing with the level of
the merger: the height of each node in the plot is proportional to the value of the
intergroup dissimilarity between its two daughters (the top nodes representing

individual observations are all plotted at zero height).
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* Web 1.0, 2.0, 3.0

# Web 1.0

That Geocities & Hotmail era was all about read-only content and static HTML
websites. People preferred navigating the web through link directories of Yahoo! .

—the mostly read only web

-45million global users(1996)

—-focused on companies

—-home pages

-owning content

-Britannica Online

-HTML. ports

-web forms

—directories(taxonomy)



—Netscape
-page views

—advertising

# Web 2.0

This is about user—generated content and the read-write web. People are
consuming as well as contributing information through blogs or sites like Flickr,
YouTube, Digg, etc. The line dividing a consumer and content publisher is
increasingly getting blurred in the Web 2.0 era.

—-the wildly read-write web

-1 billion + golobal users(2006)

—-focused on communities

-blogs

-sharing content

-Wikipedia

-XML, RSS

-web applications

-tagging("folksonomy")

-Google

—cost per click

-word of mouth

# Web 3.0

This will be about semantic web (or the meaning of data), personalization (e.g.
iGoogle), intelligent search and behavioral advertising among other things.

—the portable personal web

—-focused on the individual

—lifestream

—consolidating dynamic content

—-the semantic web

-widgets, drag & drop mashups

## a mashup is a Web page or application that uses and combines data,
presentation or functionality from two or more sources to create new services. The
term implies easy, fast integration, frequently using open APIs and data sources to
produce enriched results that were not necessarily the original reason for producing
the raw source data.

The main characteristics of the mashup are combination, visualization, and
aggregation. It 1s important to make existing data more useful, moreover for
personal and professional use. To be able to permanently access the data of other

services, mashups are generally client applications or hosted online.



-user behavior("me-onomy")
-1Google, NetVibes
—-user engagement

—advertainment

p. clxxxvi
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1) A triplestore is a purpose-built database for the storage and retrieval of triples, a triple being a data
entity composed of subject-predicate—object, like "Bob is 35" or "Bob knows Fred".

Much like a relational database, one stores information in a triplestore and retrieves it via a query
language. Unlike a relational database, a triplestore is optimized for the storage and retrieval of triples.
In addition to queries, triples can usually be imported/exported using Resource Description Framework
(RDF) and other formats.

Some triplestores can store billions of triples.

2) Named graphs are a key concept of Semantic Web architecture in which a set of Resource
Description Framework statements (a graph) are identified using a URI, allowing descriptions to be made
of that set of statements such as context, provenance information or other such metadata.

Named graphs are a simple extension of the RDF data model through which graphs can be created
but the model lacks an effective means of distinguishing between them once published on the Web at

large.
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1) RDF Schema (Resource Description Framework Schema, variously abbreviated as RDFS, RDF(S),
RDF-S, or RDF/S) is a set of classes with certain properties using the RDF extensible knowledge
representation language, providing basic elements for the description of ontologies, otherwise called RDF
vocabularies, intended to structure RDF resources. These resources can be saved in a triplestore to

reach them with the query language SPARQL

2) The Web Ontology Language (OWL) is a family of knowledge representation languages or ontology
languages for authoring ontologies or knowledge bases. The languages are characterised by formal
semantics and RDF/XML-based serializations for the Semantic Web. OWL is endorsed by the World Wide

Web Consortium (W3C) and has attracted academic, medical and commercial interest.



The OWL family contains many species, serializations, syntaxes and specifications with similar
names. OWL and OWLZ2 are used to refer to the 2004 and 2009 specifications, respectively. Full species
names will be used, including specification version (for example, OWL2 EL). When referring more
generally, OWL Family will be used.

*% RDF topics
#x% RDF vocabulary

The vocabulary defined by the RDF specification is as follows:

# Classes

sk rdf

# rdf:XMLLiteral - the class of XML literal values

# rdf:Property - the class of properties

# rdf:Statement — the class of RDF statements

# rdf:Alt, rdf:Bag, rdf:Seq - containers of alternatives, unordered containers, and

ordered containers (rdfs:Container is a super—class of the three)
rdf:List — the class of RDF Lists

# rdf:nil - an instance of rdf:List representing the empty list

F*

sk rdfs

# rdfs:Resource - the class resource, everything

# rdfs:Literal — the class of literal values, e.g. strings and integers

# rdfs:Class — the class of classes

# rdfs:Datatype - the class of RDF datatypes

# rdfs:Container - the class of RDF containers

# rdfs:ContainerMembershipProperty - the class of container membership

properties, rdf:_1, rdf:_2, ..., all of which are sub—properties of rdfs:member

# Properties

sk rdf

# rdf:type — an instance of rdf:Property used to state that a resource is an
instance of a class

rdf:first — the first item in the subject RDF list

rdf:rest — the rest of the subject RDF list after rdf:first

rdf:value - idiomatic property used for structured values

rdf:subject — the subject of the subject RDF statement

rdf:predicate - the predicate of the subject RDF statement

rdf:object - the object of the subject RDF statement

H H B H H H

rdf:Statement, rdf:subject, rdf:predicate, rdf:object are used for reification (see



below).

sk rdfs

rdfs:subClassOf - the subject is a subclass of a class
rdfs:subPropertyOf - the subject is a subproperty of a property
rdfs:domain - a domain of the subject property

rdfsirange — a range of the subject property

rdfs:label — a human-readable name for the subject
rdfs:comment - a description of the subject resource
rdfs:member - a member of the subject resource

rdfs:seeAlso - further information about the subject resource

H O OB H B H H H H

rdfs:isDefinedBy - the definition of the subject resource
This vocabulary is used as a foundation for RDF Schema where it is extended.

#% Serialization formats

Several common serialization formats are in use, including:

# Turtle; a compact, human—friendly format.

# N-Triples; a very simple, easy—to—parse, line-based format that is not as
compact as Turtle.

# N-Quads; a superset of N-Triples, for serializing multiple RDF graphs.

# JSON-LD; a JSON-based serialization.

# N3 or Notation 3; a non-standard serialization that is very similar to Turtle, but
has some additional features, such as the ability to define inference rules.

# RDF/XML; an XML-based syntax that was the first standard format for serializing
RDF.

RDF/XML2 wjuj=z 3tstAl RDFeh #-2= A48 ®dv. 21 olfr= 139 RDFE
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RDF triples may be stored in a type of database called a triplestore.
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1) A string literal is the representation of a string value within the source code of a computer program.
Most often in modern languages this is a quoted sequence of characters (formally "bracketed
delimiters"), as in x = "foo", where "foo" is a string literal with value foo — the quotes are not part of
the value, and one must use escape characters to allow the delimiters themselves to be embedded in the
string. However, there are numerous alternate notations for specifying string literals, particularly more
complicated cases, and the exact notation depends on the individual programming language in question.
Nevertheless, there are some general guidelines that most modern programming languages follow.
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1) RSS (Rich Site Summary); originally RDF Site Summary; often dubbed Really Simple Syndication, uses
a family of standard web feed formats[2] to publish frequently updated information: blog entries, news
headlines, audio, video. An RSS document (called "feed", "web feed",[3] or "channel") includes full or
summarized text, and metadata, like publishing date and author's name.

RSS feeds enable publishers to syndicate data automatically. A standard XML file format ensures
compatibility with many different machines/programs. RSS feeds also benefit users who want to receive
timely updates from favourite websites or to aggregate data from many sites.

Subscribing to a website RSS removes the need for the user to manually check the web site for new
content. Instead, their browser constantly monitors the site and informs the user of any updates. The
browser can also be commanded to automatically download the new data for the user.

Software termed "RSS reader", '"aggregator", or ‘"feed reader", which can be web-based,
desktop-based, or mobile-device-based, present RSS feed data to users. Users subscribe to feeds either
by entering a feed's URI into the reader or by clicking on the browser's feed icon. The RSS reader
checks the user's feeds regularly for new information and can automatically download it, if that function
is enabled. The reader also provides a user interface.

2) FOAF (an acronym of Friend of a friend) is a machine-readable ontology describing persons, their
activities and their relations to other people and objects. Anyone can use FOAF to describe him- or
herself. FOAF allows groups of people to describe social networks without the need for a centralised
database.

FOAF is a descriptive vocabulary expressed using the Resource Description Framework (RDF) and
the Web Ontology Language (OWL). Computers may use these FOAF profiles to find, for example, all
people living in Europe, or to list all people both you and a friend of yours know.[1][2] This is
accomplished by defining relationships between people. Each profile has a unique identifier (such as the

person's e-mail addresses, a Jabber ID, or a URI of the homepage or weblog of the person), which is



used when defining these relationships.

The FOAF project, which defines and extends the vocabulary of a FOAF profile, was started in 2000
by Libby Miller and Dan Brickley. It can be considered the first Social Semantic Web application, in that
it combines RDF technology with 'Social Web' concerns.

Tim Berners-Lee, in a 2007 essay,[3] redefined the Semantic web concept into the Giant Global
Graph, where relationships transcend networks and documents. He considers the GGG to be on equal
ground with the Internet and the World Wide Web, stating that "I express my network in a FOAF file,
and that is a start of the revolution."
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For example, the URI:
http://www.w3.org/TR/2004/REC-owl-guide-20040210/wine#Merlot
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1) A URI reference may take the form of a full URI, or just the scheme-specific portion of one, or even
some trailing component thereof — even the empty string. An optional fragment identifier, preceded by #,
may be present at the end of a URI reference. The part of the reference before the # indirectly
identifies a resource, and the fragment identifier identifies some portion of that resource.

To derive a URI from a URI reference, software converts the URI reference to 'absolute' form by
merging it with an absolute 'base' URI according to a fixed algorithm. The system treats the URI
reference as relative to the base URI, although in the case of an absolute reference, the base has no
relevance. The base URI typically identifies the document containing the URI reference, although this can
be overridden by declarations made within the document or as part of an external data transmission
protocol. If the base URI includes a fragment identifier, it is ignored during the merging process. If a
fragment identifier is present in the URI reference, it is preserved during the merging process.

Web document markup languages frequently use URI references to point to other resources, such as

external documents or specific portions of the same logical document.

2) In computer hypertext, a fragment identifier is a short string of characters that refers to a resource
that is subordinate to another, primary resource. The primary resource is identified by a Uniform
Resource Identifier (URI), and the fragment identifier points to the subordinate resource.

The fragment identifier introduced by a hash mark # is the optional last part of a URL for a



document. It is typically used to identify a portion of that document. The generic syntax is specified in
RFC 3986. The hash mark separator in URIs does not belong to the fragment identifier

#* Statement reification and context
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1) Reification in knowledge representation involves the representation of factual assertions, that are
referred to by other assertions; which might then be manipulated in some way. e.g., to compare logical

assertions from different witnesses in order to determine their credibility.

The message "John is six feet tall" is an assertion involving truth, that commits the speaker to its

"

factuality, whereas the reified statement, "Mary reports that John is six feet tall" defers such

commitment to Mary. In this way, the statements can be incompatible without creating contradictions in
reasoning. For example the statements "John is six feet tall" and "John is five feet tall" are mutually
exclusive (thus, incompatible); but, the statements "Mary reports that John is six feet tall," and "Paul
reports that John is five feet tall," are not incompatible, as they both are governed by a conclusive

rationale, that either Mary or Paul (or both) is, in fact, incorrect.

*% Query and inference languages
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PREFIX abc: <nul://sparql/exampleOntology#> .
SELECT ?capital ?country
WHERE {
?7x abc:cityname ?capital ;
abc:isCapitalOf ?y.
?7y abc:countryname ?country ;
abctisInContinent abc:Africa.

Other non-standard ways to query RDF graphs include:

# RDQL, precursor to SPARQL, SQL-like

# Versa, compact syntax (non-SQL-like), solely implemented in 4Suite (Python)

# RQL, one of the first declarative languages for uniformly querying RDF schemas
and resource descriptions, implemented in RDFSuite.[24 ]

# SeRQL, part of Sesame

# XUL has a template element in which to declare rules for matching data in RDF.



XUL uses RDF extensively for databinding.

% Examples

# Example 1: RDF Description of a person named Eric Miller

The following example is taken from the W3C website describing a resource
with statements "there is a Person identified by
http://www.w3.org/People/EM/contact#me, whose name is Eric Miller, whose email

address is em@w3.org, and whose title is Dr.

http:ffhwww w3 org/2000M1 Ofswap/ pimfcontact#Pearson

http:fhewew w3 org/ 19990202 2 -rdf-sy ntax-ns#ty pe

http: it w3, orgiPeople/EM/contact#me

ttp fhwwew w3 org 200001 0/swapd pimfcontacti#fullName

Eric Miller

httpfhwewew w3 org/ 2000010/ swap/pimfcontact#Emailbox

mailto:em@w3_org

httpfhewew w3 org/ 200010/ swap/pimfcontact#personalTitle

Dr.

An RDF Graph Describing Eric Miller

The resource "http://www.w3.org/People/EM/contact#me" is the subject.

The objects are:

# "Eric Miller" (with a predicate "whose name is"),

B

mailto:em@w3.org (with a predicate "whose email address is"), and

# "Dr." (with a predicate "whose title is").

The subject is a URI.

The predicates also have URIs. For example, the URI for each predicate:

# "whose name is" is http://www.w3.org/2000/10/swap/pim/contact#fullName,
# "whose email address is" is http://www.w3.0rg/2000/10/swap/pim/contact#mailbox,



# "whose title is" is http://www.w3.0rg/2000/10/swap/pim/contact#personalTitle.

In addition, the subject has a type (with URI
http://www.w3.0rg/1999/02/22-rdf-syntax—ns#type), which is person (with URI
http://www.w3.0rg/2000/10/swap/pim/contact#Person).

Therefore, the following "subject, predicate, object" RDF triples can be

expressed:

# http://www.w3.org/People/EM/contact#me, http://www.w3.0rg/2000/10/swap/pim/contact#fullName, "Eric
Miller"

# http://www.w3.org/People/EM/contact#me, http://www.w3.0rg/2000/10/swap/pim/contact#mailbox,
mailto:em@w3.org

# http://www.w3.org/People/EM/contact#me, http://www.w3.0rg/2000/10/swap/pim/contact#personalTitle,
"Dr."

# http://www.w3.org/People/EM/contact#me, http://www.w3.0rg/1999/02/22-rdf-syntax-ns#type,
http://www.w3.0rg/2000/10/swap/pim/contact#Person

In standard N-Triples format, this RDF can be written as:

<http://www.w3.org/People/EM/contact#me> <http://www.w3.0rg/2000/10/swap/pim/contact#fullName>
"Eric Miller" .
<http://www.w3.org/People/EM/contact#me> <http://www.w3.0rg/2000/10/swap/pim/contact#mailbox>

<mailto:em@w3.org> .

<http://www.w3.org/People/EM/contact#me> <http://www.w3.0rg/2000/10/swap/pim/contact#personalTitle>
"Dr." .

<http://www.w3.org/People/EM/contact#me> <http://www.w3.0rg/1999/02/22-rdf-syntax—ns#type>
<http://www.w3.0rg/2000/10/swap/pim/contact#Person> .

Equivalently, it can be written in standard Turtle (syntax) format as:

@prefix eric: <http://www.w3.org/People/EM/contact#> .
@prefix contact: <http://www.w3.0rg/2000/10/swap/pim/contact#> .
@prefix rdf: <http://www.w3.0rg/1999/02/22-rdf-syntax—ns#> .

eric:me contact:fullName "Eric Miller" .
eric:me contact'mailbox <mailto:em@w3.org> .
eric:me contact:personalTitle "Dr." .

eric:me rdf:type contact:Person .

Or, it can be written in RDF/XML format as:

<?xml version="1.0" encoding="utf-8"?>
<rdf:RDF xmlns:contact="http://www.w3.0rg/2000/10/swap/pim/contact#"
xmlns:eric="http://www.w3.0o0rg/People/EM/contact#"
xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax—ns#">

<rdf:Description rdf:about="http://www.w3.org/People/EM/contact#me">



<contact:fullName>Eric Miller</contact:fullName>
</rdf:Description>
<rdf:Description rdf:about="http://www.w3.org/People/EM/contact#me">
<contact:mailbox rdf:resource="
</rdf:Description>
<rdf:Description rdf:about="http://www.w3.org/People/EM/contact#me">
<contact:personalTitle>Dr.</contact:personal Title>
</rdf:Description>
<rdf:Description rdf:about="http://www.w3.org/People/EM/contact#me">
<rdf:type rdf:resource="http://www.w3.0rg/2000/10/swap/pim/contact#Person"/>
</rdf:Description>
</rdf:RDF>

mailto:em@w3.org"/>
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* What is the JISC IE(Joint Information Systems Commitee Information Environment?

The Information Environment (IE)&= AFHEZR stoda A5 g5
To} AP a8 Hola FHHoR ARE LA AT F P AH A~
Agas JISCe] FE Wals fojolth AlgEe] e AuALL ue vt
books, journals, research papers, teaching resources, videos, maps & - , Z7A
o Yoz wol dretE AAHow tAYsHL )

1) Jisc (formerly the Joint Information Systems Committee, and still commonly referred to as JISC) is a
United Kingdom non-departmental public body whose role is to support post—16 and higher education,
and research, by providing leadership in the use of information and communications technology (ICT) in
learning, teaching, research and administration. It is funded by all the UK post—-16 and higher education

funding councils.

*%x What does the Information Environment mean in practice?

# national resource discovery tools such as the Archives Hub which provides
convenient access to information about unique research collections distributed
across the UK

# software protocols such as SWORD (Simple Web Service Offering Repository
Deposit) which enables files to be easily deposited in digital repositories from
within other applications

# ‘technical’ infrastructure such as the OpenURL router service at EDINA which
enables linking between bibliographic records and the electronic or other copy of

the item referenced to which a user’s home institution has access

1) EDINA is a UK-based data centre (funded by the Joint Information Systems Committee - JISC), which
provides data applications delivered over the Internet and aimed primarily at Higher Education staff and
students in the United Kingdom. (In this context, a "data centre" is an organisation that provides a set of
specific datasets which can either be downloaded, or accessed and manipulated directly over the
Internet. The two other main UK-based data centres are MIMAS and the UKDA.)
It also conducts research and development (R&D) projects into the delivery of data across networks.
Although funded at a national level, EDINA operates through the University of Edinburgh, where it is

a division of Information Services.

# centres of expertise such as the Digital Curation Centre
# practical guidance such as a methodology for the analysis and costing of the

lifecycle of digital objects

*% What is being developed as part of the Information Environment at the moment?
Current programme activities include:

# exploring how digital repositories of research outputs can be made easier to use

# putting digital preservation into practice

# increasing understanding of how metadata for digital resources can be created
automatically.
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* ORBIT - Questel-Orbit

Questel-Orbiti= A A Aj4kdol ek 5He AlFlolr), o] AL 53] do|gHuo]2 &
A, A% doleHolx, 18]l CAS, COMPENDEX(engineering), INSPEC(scientific and
technical literature), PASCAL(covers the core scientific literature in science,
technology and medicine with special emphasis on European literature)o] = H]|-E
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* Dialog and the invention of online information services
197239 A AA Hzxo] 494 28 §4 Au]2olt) Dialoge Hily ZHE
AR AEd AFA A 2en A A4S A3 9

Now, as part of ProQuest, we are focused on providing content and search
capabilities to meet the Information needs of professional users. For researchers in

corporate, business and government settings worldwide, ProQuest Dialog delivers

authoritative answers to support critical decision making, build competitive

advantage and drive innovation. and STN International(an online database service

that provides global access to published research, journal literature, patents,

structures, sequences, properties, and other data), but Questel-Orbit’'s strength

definitely and exclusively lies with patent and trademark information. The power of
Questel-Orbit’'s retrieval language is comparable to that of Dialog und STN
International. Some of Questel-Orbit’'s offers, including patent full-texts, are —— free
of charge —— also available at national and international patent offices (e.g. the

European Patent Office).
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* Precision and recall
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* Relevence

Aol AYe A, wele, BAGRa 2L B Bopla A7HI v
g EAeR olRe ANEMAAY @) A AFHIL gtk AAe UF R o &
Se Folo] AFavtel Ystel ThFd FHEL A gow oleld WA AeEe wE
Be BopohE w0 .

x* Definition

"Something (A) is relevant to a task (T) if it increases the likelihood of
accomplishing the goal (G), which is implied by T." (Hjgrland & Sejer
Christensen,2002).

% [ibrary and information science



This field has considered when documents (or document representations)
retrieved from databases are relevant or non-relevant. Given a conception of

relevance, two measures have been applied: Precision and recall:

Recall = a @ (a + ¢) X 100%, where a = number of retrieved, relevant
documents, ¢ = number of non-retrieved, relevant documents (sometimes termed
"silence"). Recall is thus an expression of how exhaustive a search for documents

is.

Precision = a : (a + b) X 100%, where a = number of retrieved, relevant

documents, b = number of retrieved, non-relevant documents (often termed "noise").
Precision is thus a measure of the amount of noise in document-retrieval.
Relevance itself has in the literature often been based on what is termed "the

system's view" and "the user's view". Hjgrland (2010) criticize these two views and

defends a "subject knowledge view of relevance".
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1) Bayesian probability is one of the different interpretations of the concept of probability and belongs
to the category of evidential probabilities. The Bayesian interpretation of probability can be seen as an
extension of propositional logic that enables reasoning with propositions whose truth or falsity is
uncertain. To evaluate the probability of a hypothesis, the Bayesian probabilist specifies some prior
probability, which is then updated in the light of new, relevant data.

The Bayesian interpretation provides a standard set of procedures and formulae to perform this
calculation. In contrast to interpreting probability as the "frequency" or ‘"propensity" of some
phenomenon, Bayesian probability is "a quantity that we assign theoretically, for the purpose of
representing a state of knowledge".



* Markov random model
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In the domain of physics and probability, a Markov random field (often
abbreviated as MRF), Markov network or undirected graphical model is a set of
random variables having a Markov property described by an undirected graph. A
Markov random field is similar to a Bayesian network in its representation of
dependencies; the differences being that Bayesian networks are directed and
acyclic, whereas Markov networks are undirected and may be cyclic. Thus, a
Markov network can represent certain dependencies that a Bayesian network cannot
(such as cyclic dependencies); on the other hand, it can't represent certain

dependencies that a Bayesian network can (such as induced dependencies).

Markov random field example

* A Bayesian network, Bayes network, belief network, Bayes(ian) model or
probabilistic directed acyclic graphical model
a probabilistic graphical model (a type of statistical model) that represents a set
of random variables and their conditional dependencies via a directed acyclic(¥]57]
A) graph (DAG). For example, a Bayesian network could represent the probabilistic
relationships between diseases and symptoms. Given symptoms, the network can be

used to compute the probabilities of the presence of various diseases.
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1) The Twelve Months is a Greek fairy tale collected by Georgios A. Megas in Folktales of Greece.

A young and beautiful girl is sent into the cold forest in the winter to perform impossible tasks. She
must get violets and apples in midwinter. She meets the 12 months personified who help her. The step
mother and sister take the items, without a word of thanks. When the evil stepsister comes and is rude,
they disappear, taking their fire, and leaving the stepsister cold and hungry.
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Tim Berners-Lee originally expressed the vision of the Semantic Web as

follows:

I have a dream for the Web [in which computers] become capable of analyzing all the data on the
Web — the content, links, and transactions between people and computers. A "Semantic Web", which
makes this possible, has yet to emerge, but when it does, the day-to-day mechanisms of trade,
bureaucracy and our daily lives will be handled by machines talking to machines. The "intelligent agents"

people have touted for ages will finally materialize.
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**% [imitations of HTML

AFH oz AFEHY e FJUEL IA HA human readable documents®}
machine readable data® Y= 4 Ut} dld HAA], g ELE, BEHo L EFHEE
Qe o&) ¢ AH, Zn), FA4A

P AE, ATYEHES} 22 HolE= A

528 5 ox 9AE S 91 94T + U $8 Z2ade Agste] AFdth
@), Qe oluAs 4gd Fah g Wevitel Axe] Axs i 9rED Ay
7] A8 AbgshE vhas) FH HTMLE A4¥ =

dold H15S AFEH § o)A FREE HF3 = e S Agerh
of|:
<meta name="keywords" content="computing, computer studies, computer" />
<meta name="description" content="Cheap widgets for sale" />
<meta name="author" content="John Doe" />
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1) A microformat (sometimes abbreviated pF) is a web-based approach to semantic markup which seeks
to re-use existing HTML/XHTML tags to convey metadata and other attributes in web pages and other
contexts that support (X)HTML, such as RSS. This approach allows software to process information
intended for end-users (such as contact information, geographic coordinates, calendar events, and similar
information) automatically.

As of 2010, microformats allow the encoding and extraction of events, contact information, social
relationships and so on. Established microformats such as hCard are published on the web more than
alternatives like schema (microdata) and RDFa.

2) RDFa (or Resource Description Framework in Attributes) is a W3C Recommendation that adds a set of
attribute—level extensions to HTML, XHTML and various XML-based document types for embedding rich
metadata within Web documents. The RDF data—model mapping enables its use for embedding RDF
subject-predicate-object expressions within XHTML documents. It also enables the extraction of RDF
model triples by compliant user agents.

The RDFa community runs a wiki website to host tools, examples, and tutorials.

3) Microdata is a WHATWG HTML specification used to nest metadata within existing content on web
pages. Search engines, web crawlers, and browsers can extract and process Microdata from a web page
and use it to provide a richer browsing experience for users. Search engines benefit greatly from direct
access to this structured data because it allows search engines to understand the information on web
pages and provide more relevant results to users. Microdata uses a supporting vocabulary to describe an
item and name-value pairs to assign values to its properties. Microdata is an attempt to provide a
simpler[citation needed] way of annotating HTML elements with machine-readable tags than the similar

approaches of using RDFa and microformats.

4) Schema.org is an initiative launched on 2 June 2011 by Bing, Google and Yahoo! (the operators of the
then world's largest search engines) to “create and support a common set of schemas for structured
data markup on web pages.” On 1 November Yandex (whose search engine is the largest one in Russia)
joined the initiative. They propose using their ontology and Microdata in HTML5 to mark up website
content with metadata about itself. Such markup can be recognized by search engine spiders and other
parsers, thus gaining access to the meaning of the sites (see Semantic Web). The initiative started with
a small number of formats, but the long term goal is to support a wider range of schemas. The initiative
also describes an extension mechanism for adding additional properties. A mailing list is provided, for

discussion of the initiative.

*+* Semantic Web solutions

AdE e HSo] £FAS 7 A Q) 97]d= 5XEshA delHE tAkstr] 9
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An example of a tag that would be used in a non-semantic web page:

<item>blog</item>

Encoding similar information in a semantic web page might look like this:

<jtem rdf:about="http://example.org/semantic-web/">Semantic Web</item>

Tim Berners-Leet Linked Data®] ZA3Z 243 YEJ IS the the HTML-based
World Wide Web3d} thv]&}o] the Giant Global Graph#}il % Tl Berners-Lee: WY
A 7F document sharing®]1thH, ¥ #= data sharinge]#til 43Rt “how 8= 2
woll gk 1o w2 37FA AT

1) a URL should point to the data.

2) anyone accessing the URL should get data back.

3) relationships in the data should point to additional URLs with data.

"Semantic Web" is sometimes used as a synonym for "Web 3.0", though each

term's definition varies.

& Components

The term "Semantic Web" is often used more specifically to refer to the
formats and technologies that enable it. The collection, structuring and recovery of
linked data are enabled by technologies that provide a formal description of
concepts, terms, and relationships within a given knowledge domain. These

technologies are specified as W3C standards and include:

# Resource Description Framework (RDF), a general method for describing

information



# RDF Schema (RDFS)

# Simple Knowledge Organization System (SKOS)

# SPARQL, an RDF query language

# Notation3 (N3), designed with human-readability in mind

# N-Triples, a format for storing and transmitting data

# Turtle (Terse RDF Triple Language)

# Web Ontology Language (OWL), a family of knowledge representation
languages

# Rule Interchange Format (RIF), a framework of web rule language dialects

supporting rule interchange on the Web

User interface and applications

Trust

Proof

Unifying logic

T Ontol ogies: Rules:
owL RIF/ISWRL

Querying:
SPARQL

Taxonomies: RDFS

fydeiboydhin

Data interchange: RDF

Syntax: XML

Identifiers: URI Character set: UNICODE

Semantic-web-stack

The Semantic Web Stack illustrates the architecture of the Semantic Web. The

functions and relationships of the components can be summarized as follows:

# XML provides an elemental syntax for content structure within documents,
yet associates no semantics with the meaning of the content contained within. XML
1s not at present a necessary component of Semantic Web technologies in most
cases, as alternative syntaxes exists, such as Turtle. Turtle is a de facto standard,

but has not been through a formal standardization process.

# XML Schema is a language for providing and restricting the structure and

content of elements contained within XML documents.

# RDF is a simple language for expressing data models, which refer to objects
("web resources") and their relationships. An RDF-based model can be represented



in a variety of syntaxes, e.g., RDF/XML, N3, Turtle, and RDFa. RDF is a

fundamental standard of the Semantic Web.

# RDF Schema extends RDF and is a vocabulary for describing properties and
classes of RDF-based resources, with semantics for generalized-hierarchies of such

properties and classes.

# OWL adds more vocabulary for describing properties and classes: among
others, relations between classes (e.g. disjointness), cardinality (e.g. "exactly one"),
equality, richer typing of properties, characteristics of properties (e.g. symmetry),

and enumerated classes.

# SPARQL is a protocol and query language for semantic web data sources.

# RIF is the W3C Rule Interchange Format. It's an XML language for expressing
Web rules which computers can execute. RIF provides multiple versions, called
dialects. It includes a RIF Basic Logic Dialect (RIF-BLD) and RIF Production Rules
Dialect (RIF PRD).

Current state of standardization; Well-established standards:

# Unicode

# Uniform Resource Identifier

# XML

# RDF

# RDFS

# SPARQL

# Web Ontology Language (OWL)
# Rule Interchange Format (RIF)

Not yet fully realized:

# Unifying Logic and Proof layers
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*%x Components
Ao LEEAL Be TEY A4S FHea dvh 1AL BAtE dofs Y

o], &9 2E=Z A+ individuals (instances), classes (concepts), attributes, and
relations® HA}E T}

*%% Common components of ontologies include:

# Individuals: instances or objects (the basic or "ground level" objects)

# Classes: sets, collections, concepts, classes in programming, types of objects,
or kinds of things

# Attributes: aspects, properties, features, characteristics, or parameters that
objects (and classes) can have

# Relations: ways in which classes and individuals can be related to one
another

# Function terms: complex structures formed from certain relations that can be
used in place of an individual term in a statement

# Restrictions: formally stated descriptions of what must be true in order for
some assertion to be accepted as input

# Rules: statements in the form of an if-then (antecedent-consequent) sentence
that describe the logical inferences that can be drawn from an assertion in
a particular form

# Axioms: assertions (including rules) in a logical form that together comprise
the overall theory that the ontology describes in its domain of application.
This definition differs from that of "axioms" in generative grammar and
formal logic. In those disciplines, axioms include only statements asserted
as a priori knowledge. As used here, "axioms" also include the theory
derived from axiomatic statements

# Events: the changing of attributes or relations
LEEA = YRty oR 2EZA do(d: OWL)S Abg3te] ZE=she )

*x Types of ontologies

# Domain ontology
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1) In information science, an upper ontology (also known as a top-level ontology or foundation ontology)
is an ontology (in the sense used in information science) which describes very general concepts that are
the same across all knowledge domains. An important function of an upper ontology is to support very
broad semantic interoperability between a large number of ontologies which are accessible ranking
"under" this upper ontology. As the rank metaphor suggests, it is usually a hierarchy of entities and
associated rules (both theorems and regulations) that attempts to describe those general entities that do
not belong to a specific problem domain.

Library classification systems predate these upper ontology systems. Though library classifications
organize and categorize knowledge using general concepts that are the same across all knowledge

domains, neither system is a replacement for the other.

# Upper ontology

upper ontology (or foundation ontology)® T3t HY S Z=Hd 2EZX] 7Hd &
|2 F e ARt AAE] gk Bdojt) o] A2 vheFatal Agk mu|dl AESolA AL
45 gol5y AdE AA BAIES ¥98la 9= core glossaryE AR&-3Ho)

ALgo] 7h53k ol 71X EF3tE upper ontologies”} E£A13%Ft}: o; BFO, Dublin
Core, GFO, OpenCyc/ResearchCyc, SUMO, and DOLCE. ojwl AlZEd| A= upper
ontology®til 9 AX &= WordNet= @ZAsHA EalA 2FZ2A7F o}, 1#8 2wk o] Z 2
TuQl 2EEAE 7] 93 Ao == AR Ao
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1) The Basic Formal Ontology (BFO) is a formal ontological framework developed by Barry Smith and
his associates that consists in a series of sub-ontologies at different levels of granularity. The
ontologies are divided into two varieties: continuant (or snapshot) ontologies, comprehending continuant
entities such as three—dimensional enduring objects, and occurrent ontologies, comprehending processes
conceived as extended through (or as spanning) time. BFO thus incorporates both three-dimensionalist
and four—-dimensionalist perspectives on reality within a single framework. Interrelations are defined
between the two types of ontologies in a way which gives BFO the facility to deal with both
static/spatial and dynamic/temporal features of reality. Each continuant ontology is an inventory of all
entities existing at a time. Each occurrent ontology is an inventory (processory) of all the processes
unfolding through a given interval of time. Both types of ontology serve as basis for a series of
sub-ontologies, each of which can be conceived as a window on a certain portion of reality at a given

level of granularity.

2) The general formal ontology (GFO) is an upper ontology integrating processes and objects. GFO has



been developed by Heinrich Herre, Barbara Heller and collaborators (research group Onto-Med) in
Leipzig. Although GFO provides one taxonomic tree, different axiom systems may be chosen for its
modules. In this sense, GFO provides a framework for building custom, domain-specific ontologies. GFO
exhibits a three-layered meta—ontological architecture consisting of an abstract top level, an abstract
core level, and a basic level.

3) Cyc is an artificial intelligence project that attempts to assemble a comprehensive ontology and
knowledge base of everyday common sense knowledge, with the goal of enabling Al applications to

perform human-like reasoning.

#0OpenCyc

The latest version of OpenCyc, 4.0, was released in June 2012. OpenCyc 4.0 includes the entire Cyc
ontology containing hundreds of thousands of terms, along with millions of assertions relating the terms
to each other; however, these are mainly taxonomic assertions, not the complex rules available in Cyc.
The knowledge base contains 239,000 concepts and 2,093,000 facts and can be browsed on the OpenCyc
website.

# ResearchCyc

In addition to the taxonomic information contained in OpenCyc, ResearchCyc includes significantly
more semantic knowledge (i.e., additional facts) about the concepts in its knowledge base, and includes a
large lexicon, English parsing and generation tools, and Java based interfaces for knowledge editing and

querying.

4) The Suggested Upper Merged Ontology or SUMO is an upper ontology intended as a foundation
ontology for a variety of computer information processing systems.

SUMO originally concerned itself with meta-level concepts (general entities that do not belong to a
specific problem domain), and thereby would lead naturally to a categorization scheme for encyclopedias.

It has now been considerably expanded to include a mid-level ontology and dozens of domain ontologies.

5) DOLCE and DnS

Developed by Nicola Guarino and his associates at the Laboratory for Applied Ontology (LOA), the
Descriptive Ontology for Linguistic and Cognitive Engineering (DOLCE) is the first module of the
WonderWeb foundational ontologies library. As implied by its acronym, DOLCE has a clear cognitive bias,
in that it aims at capturing the ontological categories underlying natural language and human common
sense.

DnS (Descriptions and Situations), developed by Aldo Gangemi (STLab, Rome), is a constructivist
ontology that pushes DOLCE’s descriptive stance even further. DnS does not put restrictions on the type
of entities and relations that one may want to postulate, either as a domain specification, or as an upper
ontology, and it allows for context-sensitive ‘redescriptions’ of the types and relations postulated by
other given ontologies (or ‘ground’ vocabularies). The current OWL encoding of DnS assumes DOLCE as
a ground top-level vocabulary. DnS and related modules also exploit ‘CPs’ (Content ontology design
Patterns), which provide a framework to annotate ‘focused fragments of a reference ontology (.e., the
parts of an ontology containing the types and relations that underlie ‘expert reasoning’ in given fields or
communities). The combination of DOLCE and DnS has been used to build a planning ontology known as
DDPO (DOLCE+DnS Plan Ontology).

Both DOLCE and DnS are particularly devoted to the treatment of social entities, such as e.g.
organizations, collectives, plans, norms, and information objects. It has also been used to study and
create domain ontologies for sovereign states, geopolitical boundaries, and the agentivity of social
entities. The DOLCE-2.1-Lite-Plus OWL version, including a number of DnS-based modules, has been
and is being applied to several ontology projects.



6) WordNet, a freely available database originally designed as a semantic network based on
psycholinguistic principles, was expanded by addition of definitions and is now also viewed as a
dictionary. It qualifies as an upper ontology by including the most general concepts as well as more
specialized concepts, related to each other not only by the subsumption relations, but by other semantic
relations as well, such as part-of and cause. However, unlike Cyc, it has not been formally axiomatized
so as to make the logical relations between the concepts precise. It has been widely used in Natural

language processing research.

7) Unified Foundation Ontology (UFO)

The Unified Foundational Ontology (UFO), developed by Giancarlo Guizzardi and associates,
incorporating developments from GFO, DOLCE and the Ontology of Universals underlying OntoClean in a
single coherent foundational ontology. The core categories of UFO (UFO-A) have been completely
formally characterized in Giancarlo Guizzardis Ph.D. thesis and further extended at the Ontology and
Conceptual Modelling Research Group (NEMO) in Brazil with cooperators from Brandenburg University of
Technology (Gerd Wagner) and Laboratory for Applied Ontology (LOA). UFO-A has been employed to
analyze structural conceptual modeling constructs such as object types and taxonomic relations,
associations and relations between associations, roles, properties, datatypes and weak entities, and

parthood relations among objects.

8) IDEAS

The upper ontology developed by the IDEAS Group is higher—order, extensional and 4D. It was
developed using the BORO Method. The IDEAS ontology is not intended for reasoning and inference
purposes; its purpose is to be a precise model of business.

9) UMBEL

Upper Mapping and Binding Exchange Layer (UMBEL) is an ontology of 28,000 reference concepts
that maps to a simplified subset of the OpenCyc ontology, that is intended to provide a way of linking
the precise OpenCyc ontology with less formal ontologies. It also has formal mappings to Wikipedia,
DBpedia, PROTON and GeoNames. It has been developed an maintained as open source by Structured

Dynamics.

# Hybrid ontology
The Gellish ontology is an example of a combination of an upper and a domain

ontology.

1) Gellish is a formal language that is natural language independent, although its concepts have 'names'
and definitions in various natural languages. Any natural language variant, such as Gellish Formal English
is a controlled natural language. Information and knowledge can be expressed in such a way that it is
computer—interpretable, as well as system-independent and natural language independent. Each natural
language variant is a structured subset of that natural language and is suitable for information modeling
and knowledge representation in that particular language. All expressions, concepts and individual things
are represented in Gellish by (numeric) Unique Identifiers (Gellish UID's). This enables a software to
automatically generate expressions that are created in one formal natural language into any other formal
natural language. From a data modeling perspective, Gellish is a universal and extendable conceptual
data model that also includes domain-specific terminology and definitions. Therefore, it can also be
called a semantic data model. The accompanying Gellish modeling methodology thus belongs to the

family of semantic modeling methodologies.

*% Ontologies as a specification mechanism
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# topics, representing any concept, from people, countries, and organizations to
software modules, individual files, and events,
# associations, representing hypergraph relationships between topics, and

# occurrences representing information resources relevant to a particular topic.

Topic —§
/ Topic

.\
.;/ TDPI\ =5 / & ¥

Association —@ Occurrence

Topic Map Key Concepts

EZ WMo wo HBEA concept maps ¥ mind maps¥ H|ET v 2 EE wulo]
EEolAw. EZ @e Adg Y sl% @ Feelw oj®  A49e  W3C's
RDF/OWL/SPARQL family of semantic web standards ¢} ISO's family of Topic Maps

standards Foll & wEH o2 o]FofXal )

1) A concept map is a diagram that depicts suggested relationships between concepts. It is a graphical
tool that designers, engineers, technical writers, and others use to organize and structure knowledge.

A concept map typically represents ideas and information as boxes or circles, which it connects with
labeled arrows in a downward-branching hierarchical structure. The relationship between concepts can

be articulated in linking phrases such as causes, requires, or contributes to.

2) A mind map is a diagram used to visually outline information. A mind map is often created around a
single word or text, placed in the center, to which associated ideas, words and concepts are added.
Major categories radiate from a central node, and lesser categories are sub—branches of larger branches.

Categories can represent words, ideas, tasks, or other items related to a central key word or idea.

3) Topincs is a software for rapid development of web databases and web applications. It is based on
LAMP and the semantic technology Topic Maps. A Topincs web database makes information accessible
through browsing very much like a Wiki. Editing a page on a subject is done through forms rather than
markup editing. A web database can be tailored into a web application to provide specific user groups a

contextualized approach to the data.
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*% Ontology and merging
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#x* Current standard

The most recent work standardizing Topic Maps (ISO/IEC 13250) is taking
place under the umbrella of the ISO/IEC JTC1/SC34/WG3 committee (ISO/IEC Joint
Technical Committee 1, Subcommittee 34, Working Group 3 - Document description

and processing languages — Information Association).

The Topic Maps (ISO/IEC 13250) reference model and data model standards are

defined in a way that is independent of any specific serialization or syntax.

# TMRM Topic Maps — Reference Model
# TMDM Topic Maps - Data Models#x*x
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